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A new compilation technique for left-linear term-rewriting systems is presented, where rewrite rules are transformed into so-called minimal rewrite rules. These minimal rules have such a simple form that they can be viewed as instructions for an abstract rewriting machine (ARM).
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1. INTRODUCTION

A standard technique for speeding up the execution of a program in a formal (programming) language is compilation of the program into the language of a concrete machine (e.g., a microprocessor). In compiler construction (c.f. Aho et al. [1986]) it is customary to use an abstract machine as an abstraction of the concrete machine. This allows to hide details of the concrete machine in a small part of the compiler, and thus permits an easy reimplementation on other concrete machines. A good design of the abstract machine enables a simple mapping from source language into abstract machine language. A compiler consists of zero or more transformations in the semantic domain of its source language, followed by a mapping to a lower-level language. This procedure is repeated until the level of the concrete machine is reached.
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This article presents a compilation technique for (single-sorted, unconditional) left-linear term-rewriting systems (TRSs). A rewrite rule is called left-linear if it does not contain multiple occurrences of the same variable in its left-hand side. The compilation is partly performed within the well-known source language domain: a left-linear TRS is first transformed into a so-called minimal TRS (MTRS). The basic restriction on a minimal rewrite rule is that it is not allowed to contain more than two occurrences of function symbols on each side of the rule, and no more than three occurrences of function symbols in total. Furthermore, only little difference is allowed between the variable configurations on either side of a minimal rewrite rule. The transformation of left-linear TRS into MTRS is based on a pattern-match algorithm using automata from Hoffmann and O’Donnell [1982]. As a result of its simple pattern, the application of a minimal rewrite rule is an elementary operation. An MTRS can therefore be transformed into a program for an abstract rewriting machine (ARM). The instructions of ARM are such that they can be implemented efficiently on modern microprocessors. An earlier version of ARM was introduced in Kamperman and Walters [1993], while the transformation from left-linear TRS to ARM code was first described in Kamperman and Walters [1996]. An overview is given in Kamperman [1996, Chapter 3].

The transformation of a left-linear TRS into an MTRS manipulates function symbols at the head of left-hand sides of original rewrite rules. In order to make sure that these manipulations do not affect the resulting normal forms, first we add so-called most general rules to the left-linear TRS. In the resulting left-linear TRS, which is called simply complete, function symbols that occur at the head of a left-hand side do not occur in normal forms. This transformation is an adaptation of one introduced by Thatte [1985].

For the sake of compilation, it is imperative to fix a deterministic rewriting strategy. We apply innermost rewriting, which reduces a redex that is as close as possible to the leaves of the parse tree of a term; if there are several such redexes, then we reduce the rightmost one. The innermost strategy is known to be an efficient implementation method. Furthermore, we impose a specificity ordering on rewrite rules, such that if the left-hand sides of two different rewrite rules can be unified, then the rewrite rule with the more specific left-hand side has higher priority. This choice makes sense, because reversal of this priority would mean that the rewrite rule with the more specific left-hand side would never be applied. We give a precise formal definition of specificity ordering, and show that it is an efficient implementation method. Most implementations of functional languages are based on so-called textual orderings, where the priority of a rewrite rule depends on the position of this rule in the layout of the TRS. Textual orderings have an unclear semantics, and often hamper the efficiency and clarity of implementations.

The reduction of a term by a simply complete MTRS, with respect to our preferred rewriting strategy, is performed by the resulting ARM program as follows. First, the function symbols of the term are collected on a so-called control stack, in a rightmost innermost fashion. The elements are popped from the control stack, one by one, whereby popping a function symbol \( f \) triggers the execution of the sequence of ARM instructions that belongs to rewrite rules of the form \( f(t_1, \ldots, t_k) \rightarrow r \) in the MTRS, according to the deterministic rewriting strategy.

In order to compile simply complete MTRSs into efficient ARM code, we intro-
duce the notion of a locus, which assigns a natural number to each function symbol. Intuitively, the locus indicates the point of interest in the list of arguments of a function symbol. For example, if a minimal rule contains three function symbols, then the loci of the function symbols at the head of the left- and right-hand sides of the rule indicate which argument on the left- or right-hand side contains a function symbol. If this argument is on the left-hand side, then the locus allows fast pattern matching with respect to this argument. If this argument is on the right-hand side, then the locus allows fast continuation of innermost rewriting at this argument. If the locus of an MTRS satisfies these, and other related requirements, then it is called a stratification.

In principle, our compilation technique can handle TRSs that are not left-linear. However, such TRSs require checks on syntactic equality, which have a complexity that is related to the sizes of the terms to be checked. In innermost rewriting, each TRS can be transformed into a left-linear TRS by means of an auxiliary equality function \( eq(s, t) \), which evaluates to \( \text{true} \) if and only if \( s \) and \( t \) are syntactically equal. Namely, this equality function can be incorporated in the rewrite rules, to eliminate multiple occurrences of the same variable in the left-hand side of a rewrite rule. For example, a rewrite rule \( f(x, x) \rightarrow r \) can be simulated by the following left-linear TRS:

\[
\begin{align*}
f(x, y) &\rightarrow g(eq(x, y), x, y) \\
g(\text{true}, x, y) &\rightarrow r \\
g(\text{false}, x, y) &\rightarrow f'(x, y)
\end{align*}
\]

whereby intuitively the fresh function symbol \( f' \) is a copy of \( f \). See Kamperman [1996, p. 28] for a more elaborate example.

We do not consider conditional TRSs [Bergstra and Klop 1986], where rewrite rules are allowed to carry conditions. A sensible way to compile a conditional TRS properly is to eliminate the conditions in its rewrite rules first. Therefore, the problems involved with the implementation of conditions in rewrite rules are orthogonal to the matters that are investigated in this article. In innermost rewriting, conditions of the form \( s \Downarrow t \) (i.e., \( s \) and \( t \) have the same normal form) can be expressed by means of an equality function. For example, a rewrite rule \( x \Downarrow y \Rightarrow f(x, y) \rightarrow r \) can be simulated by the left-linear TRS above.

We consider only single-sorted signatures, because a TRS over a many-sorted signature can be treated as a TRS over a single-sorted signature, after it has been type-checked. That is, suppose that a TRS over a many-sorted signature is to rewrite a term over this signature. Then a parser should first check whether the rewrite rules and the term satisfy the syntactic restrictions that are imposed by many-sortedness. If this is the case, then the reducts of the term will all satisfy these syntactic restrictions automatically, so that types can be ignored.

This research was started with the aim to support the equational language ASF+SDF [Klint 1993; van Deursen et al. 1996], which is a combination of the algebraic specification formalism [Bergstra et al. 1989] and the syntax definition formalism [Heering et al. 1989]. Van den Brand [1997] remarks that a compiler for ASF, together with an underlying formal semantics, are still missing. Our main goals are a well-structured, clearly described, and efficient implementation. The detailed description of the implementation is given in the current article, where the
reader may convince herself or himself that the implementation is well structured. The compilation of left-linear TRS into ARM code increases the number of rewrite steps in a linear fashion. The complexity of executing a single rewrite step, however, decreases. In practice, this leads to comparable performance. In Hartel et al. [1996, Table 9], favorable execution times were reported concerning the equational programming language Epic [Walters and Kamperman 1996a; 1996b; Walters 1997], which has been implemented by means of the ARM methodology. Based on these experiences, and by further insights reported in this article, it can be stated that the compilation of a left-linear TRS via a stratified simply complete MTRS into an ARM program leads to an efficient implementation.

Questions on the correctness of compilation of programming languages date back to McCarthy [1963]. The question of whether our compilation strategy for left-linear TRSs is correct can be answered in several ways. First, the intuitive explanations that are given for the transformations, from left-linear TRS to stratified simply complete MTRS and then to ARM code, help to understand why the compilation is correct. Second, the technology has been tested thoroughly, in the sense that it has been implemented, and works satisfactorily, in Epic. The third and final answer is a formal correctness proof, which is presented in the electronic appendix. The proof is based on the notion of simulation [Kamperman and Walters 1996], which relates the reduction graphs of the transformed TRS to the reduction graphs of the original TRS. If such a simulation is proved to be sound, complete, and termination preserving, then it can be concluded that the transformation constitutes a correct compilation step, in the sense that no information on normal forms in the original rewrite system is lost; see Fokkink and van de Pol [1997]. That is, there exist mappings parse from original to transformed terms and print from transformed to original terms such that for each original term $t$ its normal forms can be computed as follows: compute the normal forms of parse($t$), and apply the print function to them. This correctness notion is based on established ideas on compiler correctness [Burstall and Landin 1969; Morris 1973].

This article is set up as follows. Section 2 presents the necessary preliminaries from term rewriting. In Section 3 the syntactic format for MTRSs is defined, and it is shown how to transform a left-linear TRS into a stratified simply complete MTRS. In Section 4 the syntax and semantics of ARM are given, and it is shown how to obtain an ARM program. Section 5 discusses related work. Finally, the electronic appendix contains the formal correctness proof.

2. PRELIMINARIES

This section introduces some preliminaries from term rewriting; for more background see, for example, Dershowitz and Jouannaud [1990] and Klop [1992].

2.1 Term-Rewriting Systems

Definition 2.1.1. A signature $\Sigma$ consists of

- a countably infinite set $\mathcal{V}$ of variables $u, v, w, x, y, z, \ldots$;
- a non-empty set $\mathcal{F}$ of function symbols $f, g, h, \ldots$, disjoint from $\mathcal{V}$, where each function symbol $f$ is provided with an arity $ar(f)$, being a natural number.
Function symbols of arity 0 are called constants. In the sequel, \(-\) denotes syntactic equality between terms, and \(\equiv\) denotes syntactic equality modulo \(\alpha\)-conversion (i.e., modulo renaming of variables).

In the next definitions we assume a signature \(\Sigma = (\mathcal{V}, \mathcal{F}, \mathcal{A})\).

**Definition 2.1.2.** \(\mathcal{T}(\Sigma)\) denotes the set of terms \(\ell, p, q, r, s, t, \ldots\) over \(\Sigma\), being the smallest set satisfying

\(- \mathcal{V} \subseteq \mathcal{T}(\Sigma);
\)

- if \(f \in \mathcal{F}\) and \(t_1, \ldots, t_{\text{ar}(f)} \in \mathcal{T}(\Sigma)\), then \(f(t_1, \ldots, t_{\text{ar}(f)}) \in \mathcal{T}(\Sigma)\).

A (possibly empty) sequence \(t_1, \ldots, t_k\) of terms is often abbreviated to \(\vec{t}\), and \(|\vec{t}|\) denotes the length \(k\) of this sequence.

**Definition 2.1.3.** A substitution is a mapping \(\sigma : \mathcal{V} \rightarrow \mathcal{T}(\Sigma)\). Each substitution is extended to a mapping from terms to terms in the standard way.

**Definition 2.1.4.** A rewrite rule is an expression \(\ell \rightarrow r\) with \(\ell, r \in \mathcal{T}(\Sigma)\), where

(1) the left-hand side \(\ell\) is not a single variable;

(2) variables that occur in the right-hand side \(r\) also occur in the left-hand side \(\ell\).

A term-rewriting system (TRS) \(\mathcal{R}\) consists of a finite set of rewrite rules.

**Definition 2.1.5.** A rewrite rule \(\ell \rightarrow r\) in a TRS \(\mathcal{R}\) matches a term \(t\) if \(\sigma(\ell) = t\) for some substitution \(\sigma\). In this case \(t\) is called a redex for \(\mathcal{R}\).

**Definition 2.1.6.** A rewrite rule \(\ell \rightarrow r\) is left-linear if each variable occurs no more than once in its left-hand side \(\ell\).

A TRS is left-linear if all its rules are.

**Definition 2.1.7.** A rewrite rule \(f(x_1, \ldots, x_{\text{ar}(f)}) \rightarrow r\) with \(x_1, \ldots, x_{\text{ar}(f)}\) distinct variables is most general.

A TRS \(\mathcal{R}\) is simply complete if for each \(f \in \mathcal{F}\) for which there is a rule in \(\mathcal{R}\) with left-hand side \(f(\vec{x})\), there is also a most general rule in \(\mathcal{R}\) with left-hand side \(f(\vec{x})\).

In the next section we define, for each left-linear TRS \(\mathcal{R}\) over a signature \(\Sigma\), a binary rewrite relation \(\rightarrow^*_{\mathcal{R}}\) on \(\mathcal{T}(\Sigma)\).

**Definition 2.1.8.** \(t \in \mathcal{T}(\Sigma)\) is a normal form for a rewrite relation \(\rightarrow^*_{\mathcal{R}}\) if there does not exist a \(t' \in \mathcal{T}(\Sigma)\) with \(t \rightarrow^*_{\mathcal{R}} t'\).

\(t\) is said to be a normal form of \(s\) if \(s \rightarrow^*_{\mathcal{R}} t\) and \(t\) is a normal form for \(\rightarrow_{\mathcal{R}}\).

### 2.2 Rewriting Strategy

A deterministic rewriting strategy is determined by two priorities:

(1) if a term has several redexes, then it selects which of these redexes is actually reduced;

(2) if several rewrite rules match the same redex, then it selects which rewrite rule is preferred to reduce this redex.
For the first preference we adopt innermost rewriting, which selects a subterm as close as possible to the leaves of the parse tree of the term. Furthermore, we adopt rightmost rewriting; that is, if innermost rewriting can choose between several subterms, then it selects the rightmost of these subterms.

For the second preference we adopt specificity ordering, meaning that if the left-hand sides of two different rewrite rules can be unified, then the rewrite rule with the most specific left-hand side has higher priority. Specificity ordering is based on ideas in Baeten et al. [1989], where the semantics of such orderings on term-rewriting systems was studied thoroughly for the first time.

First, we present the precise definition of specificity ordering.

**Definition 2.2.1.** The syntactic specificity ordering $<$ on terms is defined by

$- x < f(t_1, \ldots, t_{ar(f)})$;

$- f(s_1, \ldots, s_{ar(f)}) < f(t_1, \ldots, t_{ar(f)})$ if $s_1 =_\alpha t_1, \ldots, s_{i-1} =_\alpha t_{i-1}, s_i <_\alpha t_i$, for some $i \in \{1, \ldots, ar(f)\}$.

The specificity ordering $<$ is defined on rewrite rules by

$\ell < \ell' \Rightarrow \ell \rightarrow r < \ell' \rightarrow r'$.

If for two left-hand sides $\ell$ and $\ell'$ of left-linear rewrite rules there exist substitutions $\sigma$ and $\sigma'$ such that $\sigma(\ell) = \sigma'(\ell')$, then it is easy to see that $\ell < \ell'$, $\ell' < \ell$, or $\ell =_\alpha \ell'$. So in order to avoid situations in which two left-linear rewrite rules match the same term, and neither of these rules has priority over the other, it suffices to require that a TRS does not contain two rewrite rules of which the left-hand sides are equal modulo $\alpha$-conversion. In practice, such ambiguities can be resolved by giving one of these rules priority over the other, in which case the rule with lower priority is never applied.

We proceed to present the precise definition of rightmost innermost rewriting, with respect to specificity ordering.

**Definition 2.2.2.** Given a TRS $\mathcal{R}$ over signature $\Sigma$, the binary rewrite relation $\rightarrow_\mathcal{R}$ is defined on $\mathcal{N}(\Sigma)$ inductively as follows:

1. All variables in $\mathcal{V}$ are normal forms for $\rightarrow_\mathcal{R}$.
2. Assume that we already defined $\rightarrow_\mathcal{R}$ for $t_1, \ldots, t_{ar(f)}$. Then $\rightarrow_\mathcal{R}$ is defined for $f(t_1, \ldots, t_{ar(f)})$ as follows.

   (Rightmost Innermost) If, for some $i \in \{1, \ldots, ar(f)\}$, $t_{i+1}, \ldots, t_{ar(f)}$ are normal forms for $\rightarrow_\mathcal{R}$, and $t_i \rightarrow_\mathcal{R} s_i$, then

   $$f(t_1, \ldots, t_{ar(f)}) \rightarrow_\mathcal{R} f(t_1, \ldots, t_{i-1}, s_i, t_{i+1}, \ldots, t_{ar(f)}).$$

   (Specificity) Suppose that $t_1, \ldots, t_{ar(f)}$ are normal forms for $\rightarrow_\mathcal{R}$. If $\ell \rightarrow_\mathcal{R} r$ is the greatest rewrite rule in $\mathcal{R}$ (with respect to the specificity ordering $<$) such that $f(t_1, \ldots, t_{ar(f)}) = \sigma(\ell)$ for a certain substitution $\sigma$, then

   $$f(t_1, \ldots, t_{ar(f)}) \rightarrow_\mathcal{R} \sigma(r).$$

   If such a rewrite rule does not exist in $\mathcal{R}$, then $f(t_1, \ldots, t_{ar(f)})$ is a normal form for $\rightarrow_\mathcal{R}$.
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→_R_ is a subrelation of the standard rewrite relation for _R_ without a rewriting strategy. Furthermore, normal forms for →_R_ are also normal forms for this standard rewrite relation. Since the subscript _R_ is usually clear from the context, in general it is omitted from →_R_. The overloading of → is by convention.

3. MINIMAL TERM-REWRITING SYSTEMS

In this section it is shown how each left-linear TRS can be transformed into a simply complete TRS which contains only “minimal” rewrite rules. These rules have such a simple form that they can be viewed as instructions for an abstract rewriting machine. Furthermore, function symbols are supplied with “locus” values, which are important for the efficient compilation of an MTRS into an abstract rewriting machine in Section 4.

3.1 Minimal Rewrite Rules

A minimal rewrite rule is left-linear and is not allowed to contain more than two occurrences of function symbols on each side of the rule, and no more than three occurrences of function symbols in total. Furthermore, only little difference is allowed between the variable configurations on either side of a minimal rewrite rule.

**Definition 3.1.1.** A rewrite rule is called minimal if it is left-linear and has one of five forms:

\[
\begin{align*}
\text{M1} & : f(x, g(y), z) \rightarrow h(x, y, z) \\
\text{M2} & : f(x, y, z) \rightarrow h(x, g(y), z) \\
\text{M3} & : f(x, y) \rightarrow h(x, z, y) \quad z \in \{x, y\} \\
\text{M4} & : f(x, y, z) \rightarrow h(x, z) \\
\text{M5} & : f(x, y) \rightarrow y.
\end{align*}
\]

A TRS is minimal if all its rules are.

3.2 Locus

For the sake of the efficiency of the compilation of MTRSs, we need a so-called locus, which maps function symbols to natural numbers. A basic characteristic of a locus is that function symbols that occur in normal forms have locus 0. The innermost rewriting strategy implies that function symbols that occur inside the left-hand side of a rewrite rule only apply to normal forms, so that they should have locus 0. For convenience we require the same for function symbols that occur inside the right-hand side of a rewrite rule.

**Definition 3.2.1.** A locus for a TRS _R_ over (\(V, F, ar\)) is a function _L_ : _F_ → _N_ such that:

1. whenever _L_(f) ≠ 0, there is a most general rule in _R_ with left-hand side _f_(_\tilde{x}_i_);
2. for each left- or right-hand side _h_(_\tilde{t}_i_)(\_R_), the function symbols that occur in _\tilde{t}_i_ have locus 0.

In the case of an MTRS, we want the locus to be a “stratification,” so that it provides valuable information for implementation purposes.

—For minimal rules of type M1, the locus should indicate which argument on the left-hand side contains a function symbol, to enable fast pattern matching with respect to such arguments.
—For minimal rules of type M2, the locus should indicate which argument on the right-hand side contains a function symbol, to enable fast continuation of (innermost) rewriting at such arguments.
—For minimal rules of type M3, the locus should indicate at which position in the right-hand side an argument from the left-hand side has to be copied.
—For minimal rules of type M4 with \( |\vec{y}| \neq 0 \), the locus should indicate which arguments on the left-hand side have to be deleted.
—For minimal rules of type M5, the locus should indicate how many arguments on the left-hand side have to be deleted.

These intuitions are incorporated in the following definition.

Definition 3.2.2. Assume an MTRS \( \mathcal{M} \) over \( (V, \mathcal{F}, \alpha_r) \), and a locus \( L : \mathcal{F} \to \mathbb{N} \). The pair \( (\mathcal{M}, L) \) is called stratified if (using the notations from Definition 3.1.1 for rules of types M1-5):

1. for each rule in \( \mathcal{M} \) of type M1, \( L(f) = L(h) = |\vec{x}| \);
2. for each rule in \( \mathcal{M} \) of type M2, \( L(f) = L(h) = |\vec{x}| \);
3. for each rule in \( \mathcal{M} \) of type M3, \( L(f) = L(h) = |\vec{x}| \);
4. for each rule in \( \mathcal{M} \) of type M4 with \( |\vec{y}| \neq 0 \), \( L(f) = L(h) = |\vec{z}| \);
5. for each rule in \( \mathcal{M} \) of type M5, \( L(f) = |\vec{z}| \).

Note that a stratification does not impose restrictions on the loci of function symbols \( f \) and \( h \) for minimal rewrite rules of the form \( f(\vec{x}) \to h(\vec{x}) \). The construction of a stratification for an MTRS depends on the incorporation of such rewrite rules.

We continue to show how to transform a left-linear TRS into a stratified simply complete MTRS. In Section 3.3 the TRS is made simply complete, in Sections 3.4 and 3.5 the left- and right-hand sides of rewrite rules are minimized, respectively, and finally in Section 3.6 the resulting simply complete MTRS is stratified.

3.3 Simple Completeness

In the transformations described in the next sections, we manipulate function symbols at the head of left-hand sides of rewrite rules. In order to make sure that these manipulations do not affect the resulting normal forms, first we add most general rules, to make the TRS simply complete (see Definition 2.1.7).

Assume a left-linear TRS \( \mathcal{R} \) over \( \Sigma = (V, \mathcal{F}, \alpha_r) \). The following procedure adds most general rules, to obtain a simply complete left-linear TRS.

Procedure "Add Most General Rules" applied to \( (\mathcal{R}, \mathcal{F}, \alpha_r) \).

If \( \mathcal{R} \) is simply complete, then output \( (\mathcal{R}, \mathcal{F}, \alpha_r) \). Else, select a function symbol \( f \in \mathcal{F} \) for which there is a rule in \( \mathcal{R} \) with left-hand side \( f(\vec{v}) \), but no most general rule with left-hand side \( f(\vec{v}) \). Add a fresh function symbol \( f^* \) to \( \mathcal{F} \), of arity \( \alpha_r(f) \), and add a most general rule

\[
\begin{align*}
\end{align*}
\]

For all left-hand sides \( g(\vec{p}) \) of rules in \( \mathcal{R} \) (with \( g = f \) as well as \( g \neq f \)), replace each occurrence of \( f \) in \( \vec{p} \) by \( f^c \).

The resulting TRS \( \mathcal{S} \) is still left-linear, because the new rewrite rule is. Apply the procedure “Add Most General Rules” to \( \mathcal{S} \). \hfill (End of procedure)

In the electronic appendix it is proved that the procedure “Add Most General Rules” terminates and constitutes a correct transformation; see Section A.2. Since the procedure “Add Most General Rules” terminates, it produces a simply complete left-linear TRS. We provide this TRS with a locus by defining \( L(f) = 0 \) for all function symbols \( f \). This locus trivially satisfies the requirements of Definition 3.2.1.

The introduction of the most general rule \( f(\vec{v}) \to f^c(\vec{v}) \) influences the normal forms of terms in \( \left( \Sigma \right) \). If \( t \in \left( \Sigma \right) \) and \( t' \) is the normal form of \( t \) for \( \mathcal{R} \), then the normal form of \( t \) for \( \mathcal{S} \) is obtained by replacing all occurrences of \( f \) in \( t' \) by \( f^c \).

The intuition behind the transformation of \( \mathcal{R} \) into \( \mathcal{S} \) is as follows. The new rewrite rule \( f(\vec{v}) \to f^c(\vec{v}) \) is the desired most general rule with left-hand side \( f(\vec{v}) \). Innermost rewriting and specificity ordering together ensure that this rewrite rule only replaces occurrences of \( f \) in normal forms by \( f^c \) (\( c \) is mnemonic for “constructor”). Since occurrences of \( f \) inside left-hand sides of rewrite rules in \( \mathcal{R} \) only apply to normal forms, due to innermost rewriting, such occurrences of \( f \) are replaced by \( f^c \).

### 3.4 Minimization of Left-Hand Sides

Assume a simply complete left-linear TRS \( \mathcal{R} \) over \( \Sigma = (\mathcal{V}, \mathcal{F}, \mathcal{A}) \), with a locus \( L : \mathcal{F} \to \mathbb{N} \). The following procedure transforms \( \mathcal{R} \) in such a way that the left-hand sides of its nonminimal rules contain only one function symbol.

Procedure “Minimize Left-Hand Sides” applied to \( (\mathcal{R}, L, \mathcal{F}, \mathcal{A}) \).

If each nonminimal rewrite rule in \( \mathcal{R} \) contains only one function symbol in its left-hand side, then output \( (\mathcal{R}, L, \mathcal{F}, \mathcal{A}) \). Else, select a function symbol \( f \) and an index \( i \) such that there exists a left-hand side \( f(\vec{w}, g(\vec{p}), \vec{q}) \) of a nonminimal rewrite rule in \( \mathcal{R} \) with \( |\vec{w}| = i \).

For each \( g \in \mathcal{F} \) for which there exists a nonminimal rewrite rule of the form \( f(\vec{w}, g(\vec{p}), \vec{q}) \to r \) with \( |\vec{w}| = i \) in \( \mathcal{R} \), introduce a fresh function symbol \( f_g \), with arity \( ar(f) + ar(g) - 1 \) and locus \( i \). Replace each such rule \( f(\vec{w}, g(\vec{p}), \vec{q}) \to r \) with \( |\vec{w}| = i \) in \( \mathcal{R} \) by a rule

\[
    f_g(\vec{w}, \vec{p}, \vec{q}) \to r. \tag{1}
\]

Furthermore, for each \( f_g \) add a left-linear rule

\[
    f(\vec{x}, g(\vec{y}), \vec{z}) \to f_g(\vec{x}, \vec{y}, \vec{z}). \tag{2}
\]

If for some \( f_g \) there is not yet a most general rule, then add a fresh function symbol \( f^d \) to \( \mathcal{F} \), of arity \( ar(f) \) and with locus \( i \). For each such \( f_g \) add a most general rule

\[
    f_g(\vec{x}, \vec{y}, \vec{z}) \to f^d(\vec{x}, g(\vec{y}), \vec{z}) \tag{3}
\]

and replace all left-hand sides of rewrite rules in \( \mathcal{R} \) of the form \( f(\vec{w}, \vec{s}) \) with \( |\vec{w}| > i \).
by $f^d(w, s)$, and add a most general rule

$$f(\bar{u}) \rightarrow f^d(\bar{v}).$$

The resulting TRS $S$ is still simply complete, because among rules (1) and (3) there is a most general rule for each $f_g$; and if $f^d$ is introduced, then the most general rule for $f$ in the original TRS $R$ (which exists due to simple completeness) becomes a most general rule for $f^d$ in $S$, and rule (4) is a most general rule for $f$. Furthermore, $S$ is still left-linear, because all the new rules are. Finally, the extension of $L$ to the fresh function symbols $f^d$ and $f_g$ is still a locus, because there are most general rules for all these function symbols, and they do not occur inside any left- or right-hand side of $S$. Apply the procedure “Minimize Left-Hand Sides” to $S$.

(End of procedure)

In the electronic appendix it is proved that the procedure “Minimize Left-Hand Sides” terminates and constitutes a correct transformation; see Section A.3. Since the procedure “Minimize Left-Hand Sides” terminates, it produces a simply complete left-linear TRS with a locus, where the left-hand sides of its nonminimal rules contain only one function symbol. The adaptation of left-hand sides does not affect the resulting normal forms, due to simple completeness. Namely, there exist most general rewrite rules for the fresh function symbols $f^d$ and $f_g$, which ensure that they do not occur in normal forms.

The intuition behind the transformation of $R$ into $S$ is as follows. The rules (2) constitute a first step toward checking whether a rule $f(w, g(p), q) \rightarrow r$ with $|w| = i$ in $R$ matches a term $t$. If a rule in (2) reduces $t$ to a term $t'$, then

— either a rule $f(w, g(p), \bar{w}) \rightarrow r$ with $|\bar{w}| = i$ in $R$ matches $t$, in which case $t'$ can be reduced to $r$ by a rule (1);

— or such matchings all fail, in which case a rule (3) reduces $t'$ back to $t$, where a superscript $d$ is attached to $f$, to prevent that a rule in (2) matches $t$ again ($d$ is mnemonic for “duplicate”).

Rewrite rules in $R$ of the form $f(w, s) \rightarrow r$ with $|w| > i$ only apply to terms which do not match any left-hand sides in $R$ of the form $f(w, g(p), q)$ with $|w| = i$, due to the specificity ordering. In particular, such rewrite rules may apply to terms which have been reduced subsequently by a rule in (2) and a rule in (3). So if there exists a rule in (3), then rewrite rules $f(w, s) \rightarrow r$ with $|w| > i$ in $R$ are replaced by $f^d(w, s) \rightarrow r$. In this case, rule (4) makes sure that the superscript $d$ is also attached to occurrences of $f$ in terms which cannot be reduced by any rules in (2).

Note that the choice of loci for the function symbols $f^d$ and $f_g$, namely $i$, ensures that the minimal rules (2) and (3) are stratified.

Remark. Since $R$ is simply complete, the function symbol $f$ does not occur in normal forms. So there is no need to change occurrences of $f$ inside left-hand sides of rules in $R$ into $f^d$; a rewrite rule with an occurrence of $f$ inside its left-hand side is never applied, owing to the innermost rewriting strategy.

The procedure “Minimize Left-Hand Sides” is based on an efficient pattern-match strategy using automata similar to Hoffmann and O'Donnell [1982] (see also Walters [1991, Chapter 3]). We give an example.

Example 3.4.1. Let $a$, $b$, $c$, and $d$ be constants, and $f$, $f^c$, $g$ and $h$ unary functions. Consider the following simply complete left-linear TRS:

\[
\begin{align*}
  f(g(a)) & \rightarrow b \\
  f(g(x)) & \rightarrow c \\
  f(h(a)) & \rightarrow d \\
  f(x) & \rightarrow f^c(x).
\end{align*}
\]

Pattern matching of a term $f(t)$ with respect to the left-hand sides of the TRS above can be expressed by the automaton shown in Figure 1. Note that matching with respect to the function symbol $g$ in the left-hand sides of the first and the second rule is shared. The procedure "Minimize Left-Hand Sides" transforms the original TRS into a TRS that mimics this automaton. The labels attached to a transition yield the syntactic requirement under which this transition is applied, together with the number of the minimal rule in the procedure "Minimize Left-Hand Sides" that captures this transition. The state names correspond to the reducts of $f(t)$ after application of these minimal rules.

3.5 Minimization of Right-Hand Sides

Assume a simply complete left-linear TRS $\mathcal{R}$ over $\Sigma = (V, F, a)$, in which each nonminimal rewrite rule contains only one function symbol in its left-hand side. Also assume a locus $L : F \rightarrow N$. The following procedure minimizes the right-hand sides of rewrite rules in $\mathcal{R}$.

Procedure "Minimize Right-Hand Sides" applied to $(\mathcal{R}, L, F, a)$.

If $\mathcal{R}$ is minimal, then output $(\mathcal{R}, L, F, a)$. Else, select a rewrite rule $f(\bar{v}) \rightarrow r$ in $\mathcal{R}$ that is not minimal. We distinguish three cases, depending on whether $r$ contains zero, one, or more than one function symbol.

Case 1

(\(r = v_k\) for some \(k < ar(f)\)). Then add a fresh function symbol \(f^d\) to \(\mathcal{F}\), of arity \(k\) and with locus \(k\), and replace the rule \(f(\bar{v}) \to r\) in \(\mathcal{R}\) by two most general rules:
\[
\begin{align*}
f(\bar{v}) & \to f^d(v_1, \ldots, v_k) \\
f^d(v_1, \ldots, v_k) & \to v_k.
\end{align*}
\]

**Case 2**

\((r = h(\bar{w})\)). Since \(f(\bar{v}) \to h(\bar{w})\) is not minimal, in particular, it is not of type M4, so that \(\bar{v} = \bar{x}, \bar{y}\) and \(\bar{w} = \bar{z}, \bar{z}\), where \(\bar{z}\) is non-empty, and \(z_1\) is not the first element of \(\bar{y}\). We distinguish two cases.

**Case 2.1.**
\(\bar{y}\) is non-empty, and \(y_1\) does not occur in \(\bar{z}\). Then \(\bar{y} = \bar{y}', \bar{y}''\) where
\[- \bar{y}'\) is non-empty;\]
\[- \bar{y}' \cap \bar{z}\) is empty;\]
\[-either \(\bar{y}''\) is empty or \(y''_1 \in \bar{z};\) and\]
\[-\bar{y}'' \neq \bar{z}.\]

Add a fresh function symbol \(f^d\) to \(\mathcal{F}\), of arity \(|\bar{x}| + |\bar{y}'|\) and with locus \(|\bar{x}|\), and replace the rule \(f(\bar{v}) \to r\) in \(\mathcal{R}\) by two most general rules:
\[
\begin{align*}
f(\bar{v}) & \to f^d(\bar{x}, \bar{y}'') \\
f^d(\bar{x}, \bar{y}'') & \to r.
\end{align*}
\]

**Case 2.2.**

Either \(\bar{y}\) is empty, or \(y_1 \neq z_1\) and \(y_1 \in \bar{z}',\) where \(\bar{z} = z_1, \bar{z}'\). Then add a fresh function symbol \(f^d\) to \(\mathcal{F}\), of arity \(ar(f) + 1\) and with locus \(|\bar{x}|\), and replace the rule \(f(\bar{v}) \to r\) in \(\mathcal{R}\) by two most general rules:
\[
\begin{align*}
f(\bar{v}) & \to f^d(\bar{x}, z_1, \bar{y}) \\
f^d(\bar{x}, u, \bar{y}) & \to h(\bar{x}, u, \bar{z'}),
\end{align*}
\]
where \(u\) is a fresh variable.

**Case 3**

\((r = h(\bar{w}, g(\bar{p}), \bar{q}))\)). Then add a fresh function symbol \(h_g\) to \(\mathcal{F}\), of arity \(ar(h) + ar(g) - 1\) and with locus \(|\bar{w}|\), and replace the rule \(f(\bar{v}) \to r\) in \(\mathcal{R}\) by two most general rules:
\[
\begin{align*}
f(\bar{v}) & \to h_g(\bar{w}, \bar{p}, \bar{q}) \\
h_g(\bar{x}, \bar{y}, \bar{z}) & \to h(\bar{x}, g(\bar{y}), \bar{z'}),
\end{align*}
\]
where \(|\bar{x}| = |\bar{w}|\).

The resulting TRS \(\mathcal{S}\) is still simply complete, because in all three cases a most general rule is introduced for the fresh function symbol \(f^d\) or \(h_g\), and the most general rule \(f(\bar{v}) \to r\) is replaced by another most general rule for \(f\). Furthermore, \(\mathcal{S}\) is still left-linear, and its nonminimal rules still contain only one function symbol in their left-hand sides, because all the new rules satisfy these properties. Finally, the extension of \(L\) to the fresh function symbol \(f^d\) or \(h_g\) is still a locus, because there is a most general rule for each of these function symbols, and they do not occur inside any left- or right-hand side of \(\mathcal{S}\). Apply the procedure "Minimize Right-Hand Sides" to \(\mathcal{S}\).

*(End of procedure)*
In the electronic appendix it is proved that the procedure “Minimize Right-Hand Sides” terminates and constitutes a correct transformation; see Section A.4. Since the procedure “Minimize Right-Hand Sides” terminates, it produces a simply complete MTRS with a locus. The adaptation of right-hand sides does not affect the resulting normal forms. Namely, there exists a most general rewrite rule for the fresh function symbol \( f^d \) or \( h_g \), so that it does not occur in normal forms.

The intuition behind the transformation of \( R \) into \( S \) is as follows. In all cases, the selected nonminimal rewrite rule \( f(\vec{v}) \rightarrow r \) is replaced by two new rewrite rules, which together simulate the rewrite steps defined by \( f(\vec{v}) \rightarrow r \). One of the new rules is minimal, while the other is, in a certain sense, smaller than \( f(\vec{v}) \rightarrow r \) (see the termination argument for this procedure in the electronic appendix).

Note that in all cases the locus of the fresh function symbol \( f^d \) or \( h_g \) is chosen in such a way that (one of) the minimal rewrite rule(s) that is introduced is stratified.

3.6 Stratification of Minimal Rules

Assume a simply complete MTRS \( M \) over \( \Sigma = (V, F, ar) \), together with a locus \( L : F \rightarrow N \). The following procedure stratifies \( M \).

Procedure “Stratify” applied to \( (M, L, F, ar) \).

If \( (M, L) \) is stratified, then output \( (M, L, F, ar) \). Else, apply one of the following cases.

Case 1. Suppose that there is a minimal rule in \( M \) of type M1, say

\[
f(\vec{x}, g(\vec{y}), \vec{z}) \rightarrow r
\]

with \( L(f) \neq [\vec{z}] \). Then add a fresh function symbol \( f^d \) to \( F \), of arity \( ar(f) \) and with locus \( [\vec{z}] \). Replace all left-hand sides of rewrite rules in \( M \) of the form \( f(\vec{w}, \vec{s}) \) with \( |\vec{w}| \geq |\vec{z}| \) by \( f^d(\vec{w}, \vec{s}) \). Furthermore, add a stratified minimal rule

\[
f(\vec{v}) \rightarrow f^d(\vec{v}).
\]

Case 2. Suppose that there is a minimal rule in \( M \) of type M2–5, say

\[
f(\vec{v}) \rightarrow r,
\]

where the locus of \( f \) does not satisfy the stratification property (see Definition 3.2.2). Then add a fresh function symbol \( f^d \), of arity \( ar(f) \) and with what would have been the right locus for \( f \), and replace this minimal rule by two minimal rules:

\[
f(\vec{v}) \rightarrow f^d(\vec{v})
\]

\[
f^d(\vec{v}) \rightarrow r.
\]

Case 3. Suppose that there is a minimal rule in \( M \) of type M1–4, say

\[
\ell \rightarrow h(\vec{s}),
\]

where the locus of \( h \) does not satisfy the stratification property (see Definition 3.2.2). Then add a fresh function symbol \( h^d \), of arity \( ar(h) \) and with what would have been the right locus for \( h \), and replace this minimal rule by two minimal rules:

\[
\ell \rightarrow h^d(\vec{s})
\]

\[
h^d(\vec{v}) \rightarrow h(\vec{v}).
\]

It is not hard to see that in all three cases the resulting MTRS is still simply complete, and that \( L \) extended to the fresh function symbol \( f^d \) or \( h^d \) still satisfies the two requirements of Definition 3.2.1. Apply the procedure “Stratify” to the resulting MTRS.

(End of procedure)

In the electronic appendix it is proved that the procedure “Stratify” terminates and constitutes a correct transformation; see Section A.5. Since the procedure “Stratify” terminates, it produces a stratified simply complete MTRS. The adaptation of the MTRS does not affect the resulting normal forms. Namely, there exists a most general rewrite rule for the fresh function symbol \( f^d \) or \( h^d \), so that it does not occur in normal forms.

The intuition behind the transformation of \( M \) is as follows. In Case 1, the left-hand side \( f(x, g(y), z) \) is stratified: a fresh function symbol \( f^d \) is introduced with locus \( |z| \), and the left-hand side is replaced by \( f^d(x, g(y), z) \). In order to preserve the specificity ordering, all left-hand sides of the form \( f(w, \hat{w}) \) with \( |w| \geq |z| \) are replaced by \( f^d(w, \hat{w}) \). Since the transformed left-hand sides only match terms of the form \( f^d(t) \), a stratified minimal rule \( f(t) \rightarrow f^d(t) \) is introduced to replace occurrences of \( f \) in terms by \( f^d \).

In Cases 2 and 3, the nonstratified left- or right-hand side of a minimal rule is stratified, respectively. Moreover, a stratified minimal rule is added, such that the two new minimal rules together are able to simulate the rewrite steps of the original minimal rule.

### 3.7 Example

We give a toy example of a transformation of a specific left-linear TRS into a stratified simply complete MTRS. Assume the natural numbers, constructed from the constant \( \text{zero} \) and the unary successor function \( \text{succ} \). The following two left-linear rewrite rules constitute a standard specification of the binary addition function \( \text{plus} \) on the natural numbers:

\[
\text{plus}(\text{zero}, y) \rightarrow y \\
\text{plus}(\text{succ}(x), y) \rightarrow \text{succ}(\text{plus}(x, y)).
\]

In order to transform this left-linear TRS into a stratified simply complete MTRS, first it is made simply complete by adding a most general rule for \( \text{plus} \):

\[
\text{plus}(x, y) \rightarrow \text{plus}^e(x, y).
\]

The function symbols \( \text{zero} \), \( \text{succ} \), \( \text{plus} \), and \( \text{plus}^e \) all have locus 0.

The two original rewrite rules are not minimal. The procedure “Minimize Left-Hand Sides” replaces the first rule by two rules

\[
\text{plus}(\text{zero}, y) \rightarrow \text{plus}_\text{zero}(y) \\
\text{plus}_\text{zero}(y) \rightarrow y,
\]

which relate to the rules (2) and (1) in this procedure, respectively. Moreover, the procedure “Minimize Left-Hand Sides” replaces the second rule by

\[
\text{plus}(\text{succ}(x), y) \rightarrow \text{plus}_{\text{succ}}(x, y) \\
\text{plus}_{\text{succ}}(x, y) \rightarrow \text{succ}(\text{plus}(x, y)).
\]
The fresh function symbols \( \text{plus}_{\text{zero}} \) and \( \text{plus}_{\text{suc}} \) both have locus 0. The resulting simply complete MTRS satisfies the stratification criteria in Definition 3.2.2.

4. ABSTRACT REWRITING MACHINE

We define the syntax and semantics for a simple abstract rewriting machine (ARM), and show how to transform a stratified simply complete MTRS into an ARM program. Rules in the MTRS which have the same function symbol at the head of their left-hand sides, are transformed into a sequence of ARM instructions. For brevity of presentation, this sequence is represented as a so-called executable stack. The executable stacks are collected in a table to obtain an ARM program. This program manipulates the elements of three separate stacks, called control, argument, and traversal stack, guided by the instructions on the executable stack.

4.1 Control, Argument, and Traversal Stack

Given a set \( D \), the collection \( \text{Stack}(D) \) consists of lists over \( D \), whereby the elements of a list are separated by the \( \cdot \) notation, and \( \varepsilon_D \) represents the empty list. Two lists \( S_1 \) and \( S_2 \) can be linked in the standard fashion, to obtain a list \( S_1 \cdot S_2 \). We view lists as stacks, by assuming obvious definitions for top, pop, and push. In running text we take stacks to grow from right to left; that is, the leftmost element is the top, and the rightmost element is the bottom.

**Control Stack.** Assume a signature \( \Sigma = (V, F, \text{ar}) \). A **control stack** \( C \) is a stack over \( F \cup \mathcal{V} \cup \{ \bot \} \), where \( \bot \) is a special element that is always placed at the bottom of the control stack. This element is added for efficiency reasons; it prevents us from having to check for possible emptiness of control stacks.

In order to rewrite a specific term \( t \) by means of an ARM program, the function symbols and variables of this term are collected on a control stack \( \text{control}(t) \) in a rightmost innermost fashion.

**Definition 4.1.1.** The stacks \( \text{ri-stack}(t) \) for \( t \in \mathcal{T}(\Sigma) \) are defined inductively by

\[
\begin{align*}
-\text{ri-stack}(x) &= x; \\
-\text{ri-stack}(f(t_1, \ldots, t_{\text{ar}(f)})) &= \text{ri-stack}(t_{\text{ar}(f)}) \cdot \ldots \cdot \text{ri-stack}(t_1) \cdot f.
\end{align*}
\]

The control stack \( \text{control}(t) \) is \( \text{ri-stack}(t) \cdot \bot \).

**Example 4.1.2.** The term \( f(g(a, h(x)), b) \), of which the parse tree is depicted in Figure 2, is transformed into the control stack \( b \cdot x \cdot h \cdot a \cdot g \cdot f \cdot \bot \).

The reduction of a term $t$, with respect to some stratified simply complete MTRS, is performed by popping the function symbols and variables from the control stack of $t$, one by one, and executing instructions related to these elements. Since the parse tree of $t$ was collected on its control stack in a rightmost innermost fashion, this procedure mimics the rightmost innermost rewriting strategy. Intuitively, the elements on the control stack invoke the following behavior.

**Argument and Traversal Stack.** If a function symbol $f$ is popped from the control stack, then the function symbols and variables of its original arguments $t_1, \ldots, t_{ar(f)}$ were previously collected from the control stack, and used to produce their respective normal forms $s_1, \ldots, s_{ar(f)}$. These normal forms were subsequently stored on two stacks over $\Sigma$, called the argument stack $A$ and the traversal stack $T$. The locus of $f$ tells exactly how the normal forms are divided over these two stacks: $s_{L(f)}, \ldots, s_1$ are on top of the traversal stack, while $s_{L(f)+1}, \ldots, s_{ar(f)}$ are on top of the argument stack. These terms are used to obtain the normal form of $f(s_1, \ldots, s_{ar(f)})$, by means of a number of ARM instructions (explained in Section 4.3). Subsequently, the terms $s_1, \ldots, s_{ar(f)}$ are removed from the argument and the traversal stack, and the normal form of $f(s_1, \ldots, s_{ar(f)})$ is stored on top of the argument stack.

**Example 4.1.3.** Figure 3 pictures a typical example of the interplay between control, argument, and traversal stack. The top elements of the three stacks are at the center of the figure, while their respective bottom elements are at the edge of the figure. The function symbol $f$ has been popped from $C$, and its arguments $s_{L(f)}$, $s_1$ and $s_{L(f)+1}$, $\ldots$, $s_{ar(f)}$ are on top of $T$ and $A$, respectively. Function symbol $g$ is on top of $C$, with its arguments $r_{L(g)}$, $\ldots$, $r_1$ and $r_{L(g)+2}$, $\ldots$, $r_{ar(g)}$ divided over $T$ and $A$, respectively. Note that the argument $r_{L(g)+1}$ of $g$ is missing; this will be the normal form of $f(s_1, \ldots, s_{ar(f)})$.

When a variable $x$ is popped from the control stack, it is simply pushed onto the argument stack. Namely, a single variable is always a normal form (according to Definition 2.1.4(1)).

Finally, if the bottom element $\perp$ is popped from the control stack, then it is concluded that there are no elements left on the control stack. In this situation,
the traversal stack is always empty, and the argument stack always consists of one element, being the normal form of the original term (which was stored on the control stack) with respect to rightmost innermost rewriting and specificity ordering. Then the procedure terminates, producing the term on the argument stack as output.

4.2 Executable Stack and Program Table

Suppose that we want to reduce a term by a stratified simply complete MTRS. We already saw that this term is transformed into a control stack. Furthermore, the MTRS is transformed into a program, being a table of ARM instructions.

Executable Stack. Each minimal rule in a stratified simply complete MTRS \((\mathcal{M}, L)\) is interpreted as a sequence of ARM instructions (see Section 4.4). For each function symbol \(f\), the sequences of machine instructions for minimal rules of the form \(f(s) \rightarrow r\) in \(\mathcal{M}\) are gathered on an executable stack \(E\). These sequences are put in order of priority, with respect to specificity ordering, so as to ensure that machine instructions that belong to a minimal rule with a high priority are executed first.

If a function symbol \(f\) is popped from the control stack, then its executable stack is executed. This execution continues until either an instruction on the executable stack of \(f\) invokes the execution of another executable stack, or the bottom of the executable stack of \(f\) is reached, in which case a next element is popped from the control stack.

A formalization of executable code falls beyond the scope of this article. However, the two key operations—"what is the next instruction" and "what is the remainder of the code after the next instruction"—are very similar to the two common stack operations top and pop, respectively. Hence we ask the reader to indulge us in our simplification of modeling executable code as stacks.

Program Table. Each stratified simply complete MTRS \((\mathcal{M}, L)\) is transformed into a program table, denoted by \(\text{program}(\mathcal{M}, L)\). This table is obtained by collecting the separate executable stacks for all function symbols \(f\), where each such stack is provided with the address \(f\). (To be more precise, the address is a number related to \(f\).)

4.3 ARM Instructions

The manipulation of elements on the control, argument, and traversal stack is performed by means of a limited number of ARM instructions. We proceed to present these instructions, together with their intuitive meaning. A formal semantics for ARM is presented in Section 4.5, in Table I. In the following definitions, \(f\), \(g\), and \(h\) range over \(\mathcal{F}\), and \(k\) ranges over \(\mathbb{N}\).

- **match**\((g, h)\): If the top element of the argument stack is of the form \(g(t_1, \ldots, t_k)\), then replace this term by its arguments \(t_1, \ldots, t_k\), and proceed with the execution with respect to the function symbol \(h\) (i.e., replace the current executable stack by the executable stack with address \(h\) in the program table). Otherwise, ignore this instruction.

- **copya**\((k)\): Copy the \(k\)th term of the argument stack on top of the argument stack.
—**copy** \( t(k) \): Copy the \( k \)th term of the traversal stack on top of the argument stack.
—**push** \( h \): Push \( h \) onto the control stack.
—**adrop** \( k \): Delete the top \( k \) terms from the argument stack.
—**tdrop** \( k \): Delete the top \( k \) terms from the traversal stack.
—**skip** \( k \): Transfer the top \( k \) terms from the argument to the traversal stack.
—**retract** \( k \): Transfer the top \( k \) terms from the traversal to the argument stack.
—**build** \( f, k \): Replace the terms \( t_1, \ldots, t_k \) on top of the argument stack by the term \( f(t_1, \ldots, t_k) \). The argument \( k \) always equals \( ar(f) \).
—**goto** \( h \): Proceed with the execution with respect to the function symbol \( h \).
—**recycle**: Proceed with the execution with respect to the top element on the control stack.

The arity of the function symbol \( f \) is provided to the **build** instruction as an explicit second argument, in order to support efficient implementation: if the arity is at hand, it need not be looked up in a table.

### 4.4 Transformation of MTRS into ARM Code

The minimal rewrite rules of a stratified simply complete MTRS \((\mathcal{M}, L)\) are transformed into sequences of ARM instructions as follows.

\[
\begin{align*}
\text{M1 } & f(\vec{x}, g(\vec{y}), \vec{z}) \rightarrow h(\vec{x}, \vec{y}, \vec{z}) & \text{match}(g, h) \\
\text{M2 } & f(\vec{x}, \vec{y}, \vec{z}) \rightarrow h(\vec{x}, g(\vec{y}), \vec{z}) & \text{push}(h) \cdot \text{goto}(g) \\
\text{M3 } & f(\vec{x}, \vec{y}) \rightarrow h(\vec{x}, x_k, \vec{y}) \quad f(\vec{x}, \vec{y}) \rightarrow h(\vec{x}, y_k, \vec{y}) & \text{copy} t(\mid \vec{x} \mid - k + 1) \cdot \text{goto}(h) \\
\text{M4 } & f(\vec{x}, \vec{y}, \vec{z}) \rightarrow h(\vec{x}, \vec{z}) & |\vec{y}| \neq 0 \cdot \text{adrop}(\mid \vec{y} \mid) \cdot \text{goto}(h) \\
& f(\vec{x}) \rightarrow h(\vec{x}) & \text{skip}(L(h) - L(f)) \cdot \text{goto}(h) \\
& f(\vec{x}) \rightarrow h(\vec{x}) & L(f) = L(h) \cdot \text{goto}(h) \\
& f(\vec{x}) \rightarrow h(\vec{x}) & L(f) > L(h) \cdot \text{retract}(L(f) - L(h)) \cdot \text{goto}(h) \\
\text{M5 } & f(\vec{x}, y) \rightarrow y & |\vec{x}| \neq 0 \cdot \text{tdrop}(\mid \vec{x} \mid) \cdot \text{recycle} \\
& f(y) \rightarrow y & \text{recycle}.
\end{align*}
\]

This transformation of minimal rules into sequences of ARM instructions makes clear why loci of function symbols, and the auxiliary traversal stack, enhance the efficiency of our compilation technique. For minimal rules of type M1, M2, M3, M4 with \( |\vec{y}| \neq 0 \), and M5, we have \( L(f) = L(h) = |\vec{x}| \), because \((\mathcal{M}, L)\) is stratified (see Definition 3.2.2). So if the executable stack of function symbol \( f \) or \( h \) is executed, then the first \( |\vec{x}| \) arguments of \( f \) or \( h \) are on top of the traversal stack, while its remaining arguments are on top of the argument stack. This information is used in the transformation of minimal rules to ARM instructions as follows.

—For minimal rules of type M1, instruction **match** \((g, h)\) tests whether the \((|\vec{x}| + 1)\)th argument of the left-hand side, which is on top of the argument stack, has outermost function symbol \( g \). If so, then this term is replaced by its arguments, and the execution proceeds with respect to function symbol \( h \).

—For minimal rules of type M2, instruction **push** \((h)\) pushes function symbol \( h \) onto the control stack, after which instruction **goto** \((g)\) can proceed with (innermost) rewriting with respect to function symbol \( g \) immediately, because the \(|\vec{y}|\)
arguments of $g$ are on top of the argument stack, which agrees with the fact that the locus of $g$ is 0 (by Definition 3.2.1 (2)).

—For minimal rules of type M3, an instruction \texttt{copy} or \texttt{copya} copies the $k$th or $(|x| + k)$th argument of the left-hand side, which is on the traversal stack or the argument stack, respectively, on top of the argument stack. Then instruction \texttt{goto(h)} proceeds with the execution with respect to function symbol $h$.

—For minimal rules of type M4 with $|y| \neq 0$, instruction \texttt{adrop}([|y|]) deletes the $|y|$ arguments of the left-hand side that are on top of the argument stack, after which \texttt{goto(h)} proceeds with the execution with respect to $h$.

—For minimal rules of type M4 with $|y| = 0$, the loci of the function symbols $f$ and $h$ at the head of the left- and right-hand sides may differ. If $L(f) < L(h)$, then \texttt{skip}($L(h) - L(f)$) transfers the top $L(h) - L(f)$ terms from the argument to the traversal stack, and if $L(f) > L(h)$, then \texttt{retract}($L(f) - L(h)$) transfers the top $L(f) - L(h)$ terms from the traversal to the argument stack. Next, \texttt{goto(h)} proceeds with the execution with respect to $h$.

—For minimal rules of type M5 with $|\tilde{x}| \neq 0$, instruction \texttt{tdrop}([|\tilde{x}|]) eliminates the first $|\tilde{x}|$ arguments of the left-hand side, which are on top of the traversal stack. Next, \texttt{recycle} proceeds with the execution at the top of the control stack.

For each function symbol $f$, an executable stack is constructed as follows.

1. If there is a minimal rule for $f$ in $\mathcal{M}$, then there is exactly one such rule of type M2–5 for $f$ in $\mathcal{M}$ (due to simple completeness). In this case, the sequence of machine instructions that belongs to this most general rule is stored at the bottom of the executable stack for $f$. Next, the \texttt{match}(g, h) instructions that belong to the minimal rules of type M1 for $f$ in $\mathcal{M}$ (there is never more than one such rule for each $g$) are stored on top of the executable stack for $f$, in arbitrary order.

2. If there is no minimal rule for $f$ in $\mathcal{M}$, then its executable stack consists of the two instructions

\[
\texttt{build}(f, \text{ar}(f)) \cdot \texttt{recycle}.
\]

The intuition behind this construction is as follows. The \texttt{match}(g, h) instructions on top of the executable stack for $f$ test whether a minimal rule $f(\tilde{x}, g(\tilde{y}), \tilde{z}) \to h(\tilde{x}, \tilde{y}, \tilde{z})$ of type M1 can be applied. If these instructions all fail, then the instructions at the bottom of the executable stack for $f$ make sure that the most general rule of type M2–5 for $f$ is applied. In the case that there are no minimal rules for $f$, the locus of $f$ is 0 (by Definition 3.2.1 (1)), so that its arguments $t_1, \ldots , t_{\text{ar}(f)}$ are on top of the argument stack. Moreover, in this case $f(t_1, \ldots , t_{\text{ar}(f)})$ is a normal form. Then the instruction \texttt{build}(f, ar(f)) on the executable stack for $f$ replaces the terms $t_1, \ldots , t_{\text{ar}(f)}$ on top of the argument stack by $f(t_1, \ldots , t_{\text{ar}(f)})$, after which \texttt{recycle} proceeds with the execution at the top of the control stack.

\textit{Remark.} For efficiency reasons, large sequences of \texttt{match} instructions should be performed table-driven rather than iterative. That is, the \texttt{match}(g, h) instructions on top of an executable stack are implemented as a hash table. This data type is suitable in situations where the collection of used addresses is sparse in comparison with the collection of possible addresses (see e.g., Cormen et al. [1990]).
Some more efficiency can be gained as follows. If the executable stack of a function symbol $f$ consists of the single instruction goto($h$) with $h \neq f$, then all occurrences of $f$ in goto and push instructions and on the right-hand side of match instructions in the executable stacks of other function symbols can be replaced by $h$. Furthermore, if the executable stack of a function symbol $f$ consists of the single instruction recycle, then all occurrences of push($f$) instructions in the executable stacks of other function symbols can be eliminated.

Finally, the stratified simply complete MTRS ($\mathcal{M}, L$) is turned into a program table of executable stacks as follows. For each function symbol $f$, its executable stack is paired with the address $f$, and these pairs are all gathered in a table. The resulting table is denoted by $\text{program}($\mathcal{M}, L$).

Remark. At the bottom of each executable stack there is either an instruction goto or an instruction recycle. Moreover, at the bottom of the control stack there is a special bottom element $\bot$. This observation ensures that it is unnecessary to check whether an executable or control stack is empty. Furthermore, in the case that a copy, adrop, skip, or build instruction is executed, it is guaranteed that the argument stack contains a sufficient number of elements, and in the case that a copyt, tdrop, or retract instruction is executed, it is guaranteed that the traversal stack contains a sufficient number of elements; see the electronic appendix. These observations are important for efficiency reasons; repeated checks on the emptiness of stacks would be expensive.

4.5 Semantics of ARM

The intuitive meaning of ARM instructions, when popped from the executable stack, was presented in Section 4.3. This semantics is made precise in Table I. The states of ARM are represented by five-tuples $(P, C, E, A, T)$, where $P$ is a program table, and $C$, $E$, $A$, and $T$ are a control, executable, argument, and traversal stack, respectively. The state transition rules that are presented in Table I use an auxiliary function $\text{get}(f, P)$, which produces the executable stack with address $f$ in table $P$.

Let $\mathcal{F}_0$ consist of those function symbols in $\mathcal{F}$ that have locus 0, and let $\mathcal{S}_0$ denote the original signature restricted to $\mathcal{F}_0$. The reduction of a term $t \in \mathcal{S}(\mathcal{S}_0)$ by means of a stratified simply complete MTRS ($\mathcal{M}, L$) is simulated by the expression

\[
< \text{program}($\mathcal{M}, L$), \text{control}(t), \text{recycle}, \varepsilon_A, \varepsilon_T >,
\]

where the recycle instruction starts up the reduction process by popping the top element from the control stack. When the state transition rules for ARM in Table I reduce this expression to a term $s$, then this is the normal form of $t$ with respect to $\mathcal{M}$, using rightmost innermost rewriting with specificity ordering. A formal proof of this fact is given in the electronic appendix; see Section A.6.

Finally, we give an overview of the complete transformation, from left-linear TRS to ARM code. Suppose that we want to reduce a term $t$ with respect to a left-linear TRS $\mathcal{R}$. First we transform $\mathcal{R}$ into a stratified simply complete MTRS ($\mathcal{M}, L$), which is then transformed into a table program($\mathcal{M}, L$) of ARM instructions. Furthermore, we construct the control stack of $t$, which is obtained by collecting the function symbols and variables of $t$ in a rightmost innermost fashion. The
Table I. Semantics of ARM.

\[
\begin{align*}
< P, C, \text{match}(g, h) \cdot E, g(t_1, \ldots, t_k) \cdot A, T > & \rightarrow < P, C, \text{get}(h, P), t_1 \ldots t_k \cdot A, T > \\
< P, C, \text{match}(g, h) \cdot E, t \cdot A, T > & \rightarrow < P, C, E, t \cdot A, T > \\
& \text{if } t \neq g(t_1, \ldots, t_k) \\
< P, C, \text{copy}(k) \cdot E, t_1 \ldots t_k \cdot A, T > & \rightarrow < P, C, E, t_k \cdot t_1 \ldots t_k \cdot A, T > \\
< P, C, \text{copy}(k) \cdot E, A, t_1 \ldots t_k \cdot T > & \rightarrow < P, C, E, A, t_k \cdot t_1 \ldots t_k \cdot T > \\
< P, C, \text{push}(f) \cdot E, A, T > & \rightarrow < P, C, E, A, f \cdot T > \\
< P, C, \text{drop}(k) \cdot E, t_1 \ldots t_k \cdot A, T > & \rightarrow < P, C, E, A, T > \\
< P, C, \text{skip}(k) \cdot E, t_1 \ldots t_k \cdot A, T > & \rightarrow < P, C, E, A, t_k \cdot t_1 \ldots t_k \cdot T > \\
< P, C, \text{retract}(k) \cdot E, A, t_1 \ldots t_k \cdot T > & \rightarrow < P, C, E, t_k \cdot t_1 \ldots t_k \cdot A, T > \\
< P, C, \text{build}(f, k) \cdot E, t_1 \ldots t_k \cdot A, T > & \rightarrow < P, C, E, f(t_1, \ldots, t_k) \cdot A, T > \\
< P, C, \text{goto}(f) \cdot E, A, T > & \rightarrow < P, C, \text{get}(f, P), A, T > \\
< P, f \cdot C, \text{reinstantiate}, A, T > & \rightarrow < P, C, \text{get}(f, P), A, T > \\
< P, x \cdot C, \text{reinstantiate}, A, T > & \rightarrow < P, C, \text{reinstantiate}, x \cdot A, T > \\
< P, \bot, \text{reinstantiate}, t, \varepsilon T > & \rightarrow t
\end{align*}
\]

An executable stack consists of the instruction \texttt{reinstantiate}, while the argument and the traversal stack are both empty. The resulting ARM expression, which combines these elements, is executed according to the semantics of ARM in Table I. Execution proceeds until the executable stack consists of a \texttt{reinstantiate} instruction, and the control stack contains only the bottom element \( \bot \). In that case the traversal stack will be empty, and the argument stack will contain exactly one term, being the normal form of \( t \) with respect to \( \mathcal{M} \), where function symbols in this normal form may carry auxiliary superscripts \( c \), which were introduced in “Add Most General Rules.” A final execution step produces this normal form.

4.6 Example

In Section 3.7, the standard specification for addition on natural numbers was transformed into the stratified simply complete MTRS

\[
\begin{align*}
\text{plus}(\text{zero}, y) & \rightarrow \text{plus}_{\text{zero}}(y) \\
\text{plus}_{\text{zero}}(y) & \rightarrow y \\
\text{plus}((\text{succ}(x)), y) & \rightarrow \text{plus}_{\text{succ}}(x, y) \\
\text{plus}_{\text{succ}}(x, y) & \rightarrow \text{succ}((\text{plus}(x, y)) \\
\text{plus}(x, y) & \rightarrow \text{plus}^*(x, y)
\end{align*}
\]

whereby all function symbols involved have locus 0. The transformation described in Section 4.4 turns this MTRS into the ARM program

\[
\begin{align*}
\text{zero} & : \text{build}(\text{zero}, 0) \cdot \text{recycle} \\
\text{succ} & : \text{build}(\text{succ}, 1) \cdot \text{recycle} \\
\text{plus} & : \text{match}(\text{zero}, \text{plus}_\text{zero}) \cdot \text{match}(\text{succ}, \text{plus}_\text{succ}) \cdot \text{goto}(\text{plus}) \\
\text{plus}_\text{zero} & : \text{recycle} \\
\text{plus}_\text{succ} & : \text{push}(\text{succ}) \cdot \text{goto}(\text{plus}) \\
\text{plus}^c & : \text{build}(\text{plus}^c, 2) \cdot \text{recycle}.
\end{align*}
\]

In the sequences for \text{plus} and \text{plus}_\text{zero}, the redundant instructions \text{skip}(0) and \text{tdrop}(0) have been omitted, respectively.

As an example, we show how this program derives \(1 + 0 = 1\), or, in other words, how it reduces \(\text{plus}(\text{succ}(\text{zero}), \text{zero})\) to its normal form \(\text{succ}(\text{zero})\), by means of the state transition rules for ARM in Table 1. Let \(P\) denote the program table above, and note that the control stack of \(\text{plus}(\text{succ}(\text{zero}), \text{zero})\) is \(\text{zero} \cdot \text{zero} \cdot \text{succ} \cdot \text{plus} \cdot \perp\). The execution proceeds as follows, whereby in each of its 15 steps adaptations of stacks have been underlined.

\[
\begin{align*}
\langle P, \text{zero} \cdot \text{zero} \cdot \text{succ} \cdot \text{plus} \cdot \perp, \text{recycle}, \varepsilon_A, \varepsilon_T \rangle & \rightarrow \langle P, \text{zero} \cdot \text{succ} \cdot \text{plus} \cdot \perp, \text{build}(\text{zero}, 0) \cdot \text{recycle}, \varepsilon_A, \varepsilon_T \rangle \\
\rightarrow \langle P, \text{zero} \cdot \text{succ} \cdot \text{plus} \cdot \perp, \text{recycle}, \text{zero}, \varepsilon_T \rangle & \rightarrow \langle P, \text{succ} \cdot \text{plus} \cdot \perp, \text{build}(\text{zero}, 0) \cdot \text{recycle}, \text{zero}, \varepsilon_T \rangle \\
\rightarrow \langle P, \text{succ} \cdot \text{plus} \cdot \perp, \text{recycle}, \text{zero}, \varepsilon_T \rangle & \rightarrow \langle P, \text{plus} \cdot \perp, \text{build}(\text{succ}, 1) \cdot \text{recycle}, \text{zero}, \varepsilon_T \rangle \\
\rightarrow \langle P, \text{plus} \cdot \perp, \text{recycle}, \text{succ}(\text{zero}) \cdot \text{zero}, \varepsilon_T \rangle & \rightarrow \langle P, \perp, \text{match}(\text{zero}, \text{plus}_\text{zero}) \cdot \text{match}(\text{succ}, \text{plus}_\text{succ}) \cdot \text{goto}(\text{plus})^c), \text{succ}(\text{zero}) \cdot \text{zero}, \varepsilon_T \rangle \\
\rightarrow \langle P, \perp, \text{match}(\text{zero}, \text{plus}_\text{zero}) \cdot \text{match}(\text{succ}, \text{plus}_\text{succ}) \cdot \text{goto}(\text{plus})^c), \text{zero}, \varepsilon_T \rangle & \rightarrow \langle P, \perp, \text{push}(\text{succ}) \cdot \text{goto}(\text{plus}), \text{zero}, \varepsilon_T \rangle \\
\rightarrow \langle P, \perp, \text{goto}(\text{plus}), \text{zero}, \varepsilon_T \rangle & \rightarrow \langle P, \perp, \text{match}(\text{zero}, \text{plus}_\text{zero}) \cdot \text{match}(\text{succ}, \text{plus}_\text{succ}) \cdot \text{goto}(\text{plus})^c), \text{zero}, \varepsilon_T \rangle \\
\rightarrow \langle P, \perp, \text{recycle}, \text{zero}, \varepsilon_T \rangle & \rightarrow \langle P, \perp, \text{build}(\text{succ}, 1) \cdot \text{recycle}, \text{zero}, \varepsilon_T \rangle \\
\rightarrow \langle P, \perp, \text{recycle}, \text{succ}(\text{zero}), \varepsilon_T \rangle & \rightarrow \text{succ}(\text{zero}).
\end{align*}
\]

If the two \text{match} instructions for \text{plus} are implemented as a hash table, then this reduction takes one step less, because in that case step eight becomes redundant.

In this example, the traversal stack is never used, because the function symbols in the MTRS all have locus 0. This would change if in Section 3.7 we had started from a different specification for addition:

\[
\begin{align*}
\text{plus}(x, \text{zero}) & \rightarrow x \\
\text{plus}(x, \text{succ}(y)) & \rightarrow \text{succ}(\text{plus}(x, y)),
\end{align*}
\]

because then the resulting MTRS would incorporate function symbols with locus 1. The reduction of the term \(\text{plus}(\text{zero}, \text{succ}(\text{zero}))\) to its normal form \(\text{succ}(\text{zero})\) by means of the resulting ARM program would then take eight extra steps, due to the swapping of terms between argument and traversal stack. This distinction is caused by our choice of specificity ordering, which enforces that arguments are considered from left to right.
4.7 Heap

A heap is an abstract data type suitable for storing graphs representing terms (and for recycling memory that is no longer referenced). A graph is stored as a collection of structures with addresses, called pointers in implementor’s jargon, and all system components other than the heap represent a term by a single pointer into the heap. Heaps are implemented such that given a pointer, the related term can be found in $O(1)$ time. The actual implementation of ARM uses a heap (see Kamperman [1996, Chapter 3]) to speed up copying of arguments, and swapping of terms between argument and traversal stack. In this article we do not go into the role of the heap, because it is not vital for the ideas behind the ARM methodology, and it is somewhat obscuring when trying to get these ideas across to the reader.

For efficiency reasons, the heap should be accessed as little as possible: “faster implementations use less heap” [Hartel et al. 1996, p. 649]. Of the ARM instructions, only build requires write access to heap storage, and only match requires read access to such storage, while the other instructions only access stack storage.

To avoid waste of memory space, terms in the heap with no pointers to them are to be reclaimed by means of a so-called garbage collector. See Cohen [1981] and Peyton Jones [1987, Chapter 17] for overviews of garbage collection techniques.

Remark In principle, the problem of pattern matching with respect to non-linear left-hand sides, which was discussed in the introduction, can be tackled by using so-called hash-consing [Sassa and Goto 1976] in the heap. Basically, hash-consing means that a term in the heap that consists of a function symbol $f$ and addresses $a_1, \ldots, a_{ar}(f)$, gets as pointer $(f, a_1, \ldots, a_{ar}(f))$. With this addressing technique, checks on syntactic equality can be performed in $O(1)$. However, serious drawbacks of hash-consing are that the construction of pointers is expensive, and that it combines badly with garbage collection.

5. RELATED WORK

5.1 Innovations

In this section we discuss some advantages of the proposed compilation technique.

Unlike most functional languages, we do not need to distinguish “defined” function symbols (which occur at the head of the left-hand side of some rewrite rule) from “constructors” (which occur in some normal form). Namely, owing to the transformation into a simply complete TRS in Section 3.3, this distinction is obtained automatically.

The technique of pattern matching using tree automata stems from Hoffmann and O’Donnell [1982]. The idea to express pattern matching of TRSs in the language of TRSs itself was inspired by Petersson [1992]. The notion of an MTRS, and the procedures to transform a TRS into an MTRS, are new.

Since we use an innermost rewriting strategy, pattern matching with respect to a term only involves the syntactic structure of subterms that are in normal form. We exploited this phenomenon, namely, only reducts in normal form are built on the heap, by the build instruction, while outermost function symbols of other reducts are pushed onto the control stack for future reference, by the push instruction; see Section 4.4. As was mentioned in Section 4.7, economical use of the heap is
important for efficiency reasons. In contrast, pattern matching with respect to
outermost rewriting uses the full syntactic structure of a term, so the outermost
strategy would require that all reducts be built on the heap.

Specificity ordering is also important for the efficiency of pattern matching. First,
it enables us to share several matchings in the minimal rule (2) in Section 3.4.
Second, specificity ordering causes match instructions to be executed in sequence,
which makes it worthwhile to combine such sequences in hash tables.

Several abstract machines from the literature contain some form of control stack,
and most of them contain some form of argument stack. However, the traversal
stack, and the notion of a locus, are new. These two related concepts are essential
for the efficiency of pattern matching on the level of ARM. For example, consider
a minimal rule of type M1:

\[ f(\bar{x}, g(\bar{y}), \bar{z}) \rightarrow h(\bar{x}, \bar{y}, \bar{z}). \]

This rule is expressed in ARM as a match \((g, h)\) instruction (see Section 4.4), which
splices the arguments \(\bar{y}\) between the arguments \(\bar{x}\) and \(\bar{z}\). If all arguments had been
stored on the argument stack, this splice operation would take \(O(|\bar{x}, \bar{y}|)\). However,
using the locus function we are able to ensure that the first \(|\bar{z}|\) arguments are on top
of the traversal stack, while the last \(|\bar{x}| + 1\) arguments are on top of the argument
stack. Therefore, the splice operation takes only \(O(|\bar{y}|)\). While the function symbol
g always stems from the original signature, in most cases the function symbol \(f\)
has been introduced during the minimization process. This means that in general
\(|\bar{z}|\) is considerably larger than \(|\bar{y}|\). Hence, the traversal stack and the locus have a
positive impact on the time complexity of the \textbf{match} instructions.

5.2 Abstract Machines

An early abstract machine for the implementation of a functional language is the
SECD machine [Landin 1964], which is utilized for the eager (i.e., innermost) eval-
uation of higher-order function application. Two implementations that are related
to Landin’s approach are by means of the functional abstract machine [Cardelli
1984] and the categorical abstract machine [Cousineau et al. 1987], respectively.
In contrast, the abstract rewriting machine in this article involves the eager evaluation
of first-order terms.

Several abstract machines have been used for lazy evaluation of higher-order
function application, notably: the S-K reduction machine [Turner 1979], the G-
machine [Johnsson 1984], the three-instruction machine [Wray and Fairbairn 1989],
and the spineless tagless G-machine [Peyton Jones and Salkind 1989]. Basically, a
lazy rewriting strategy postpones (innermost) rewriting of certain so-called non-
strict arguments, in order to improve termination properties. Although ARM was
designed purely for innermost rewriting, laziness can be incorporated by means of a
source-to-source transformation, given one extra ARM instruction to capture graph
rewriting; see Kamperman and Walters [1995] and Kamperman [1996, Chapter 6].
A similar observation was made for the categorical abstract machine [Cousineau
et al. 1987, Section 4].

Fradet and Le Métayer [1991] present a compilation technique of higher-order
function application into an abstract machine that leaves the reduction graphs
intact. Namely, the states of the machine are the reducts themselves. They state
that “performance considerations are not the main topic” and show that their approach leads to simple correctness proofs. Hamel and Goguen [1994] give a formal correctness proof for their eager implementation of a higher-order algebraic specification language, using the tiny rewrite instruction machine. Their approach is also geared more toward provability than toward efficiency, because environments are built explicitly on the heap, instead of on the cheaper stack. Klaeren and Indermark [1987] give a formal correctness proof for their eager implementation of an algebraic specification language with recursive functions, using the abstract stack machine. Further correctness proofs for abstract machines are presented in Lester [1987] and Cousineau et al. [1987].

5.3 Functional Languages

Backus [1978] propagated the use of functional programming languages, and since then, several such languages have been implemented. The eager first-order equational programming language Epic [Walters and Kamperman 1996a; 1996b; Walters 1997] has been implemented by means of the ARM technology. Other first-order languages with an eager implementation are ASF+SDF [van Deursen et al. 1996] and Sisal [Cann 1992]. Neither language is compiled via an abstract machine.

There is a long tradition of eager higher-order functional languages, which dates back to the implementation of Lisp [McCarthy 1960], and Landin’s proposal ISWIM [Landin 1966]. Lisp was succeeded by Scheme [Rees and Clinger 1986], and ISWIM was an inspiration for ML [Gordon et al. 1978], which in turn was succeeded by Standard ML [Milner et al. 1990]. Other eager higher-order languages include Caml [Weis and Leroy 1993], which was implemented using the categorical abstract machine, and Trafola [Alt et al. 1993], which was implemented by means of an abstract machine called Trama. More recently, several lazy higher-order functional languages have been implemented, notably: Miranda [Turner 1985] using the S-K reduction machine, Lazy ML [Augustsson and Johannsson 1989] by means of the G-machine, and Haskell [Hudak et al. 1992].

In Hartel et al. [1996] the efficiency of several functional programming languages is compared, including a prototype of Epic. The comparison of interpreted and non-interpreted languages, which are compiled into an abstract or a concrete machine, respectively, leads to the conclusion that “interpretive systems yield the worst performance” [Hartel et al. 1996, p. 649]. This is not surprising, because interpreted systems have to perform one more compilation step to reach the level of the concrete machine. Furthermore, it is easier to import “smart” programming tricks and extra features for noninterpreted languages. However, compilation into a concrete machine does lead to programs that are more difficult to maintain and document, which hampers their development in the long run.

As for the comparison of lazy and eager evaluation, it is concluded that “non-strict compilers do not achieve … the performance of eager implementations” and that “interpreters for strict languages (Caml Light, Epic) do seem on the whole to be faster than interpreters for non-strict languages (NHC, Gofer, RUFLI, Miranda)” [Hartel et al. 1996, p. 649]. With respect to higher-order languages, it is remarked that “higher-order functions are generally expensive to implement” [Hartel et al. 1996, p. 636]. There seems to be room for a well-structured implementation of an eager first-order language, which, owing to the diminished overhead, should be able
to perform even better than current lazy and/or higher-order languages.
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In this appendix we present formal correctness proofs for the separate transformations that together make up our compilation technique. This leads to the conclusion that the compilation of left-linear TRSs into ARM programs is correct.

A.1 Simulation

In Kamperman and Walters [1996] and Kamperman [1996] a notion of simulation of one rewrite system by another rewrite system is introduced, to prove correctness of the transformation of a left-linear TRS into an MTRS, as described in Section 3 of this article. A simulation basically consists of a partially defined, surjective mapping φ, which relates terms in the simulating rewrite system to terms in the original rewrite system. We focus on deterministic rewrite systems, in which each term can do no more than one rewrite step.

We say that a simulation is sound if for each rewrite step of a term t to a term t’ in the simulating rewrite system, t’ can be rewritten to a term t’’ in the simulating rewrite system, such that φ(t) can be rewritten to φ(t’’) in zero or one steps in the original rewrite system. Furthermore, a simulation is complete if for each normal form t for the simulating rewrite system, φ(t) is a normal form for the original rewrite system. Finally, a simulation preserves termination if for each term t for which the original rewrite system is terminating for φ(t), the simulating rewrite system is terminating for t.

Fokkink and van de Pol [1997] showed that if a simulation is sound, complete, and termination preserving, then no information on normal forms in the original rewrite system is lost. That is, there exist mappings parse from original to transformed terms and print from transformed to original terms such that for each original
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term $t$ its normal forms can be computed as follows: compute the normal forms of
$\text{parse}(t)$, and apply the $\text{print}$ function to them. In Fokkink and van de Pol [1997]
correctness was proved for fully defined simulations, but this proof easily extends
to partially defined simulations; see Fokkink and van de Pol [1996].

The notion of simulation constitutes a useful tool for proving correctness of com-
pilation of rewrite systems. Namely, such a compilation may involve a chain of
transformations of rewrite systems. In order to prove correctness of one such trans-
formation, it is sufficient to find a simulation relation that is sound, complete,
and termination preserving. The intuitive link between the two rewrite systems
before and after a transformation can be materialized into an explicit simulation
relation. Simulation and its properties soundness, completeness, and termination
preservation, are all conserved under composition, so it suffices to determine these
properties for each consecutive step of a transformation chain. We use simulations
to show that the separate transformations in our compilation technique are correct.

We proceed to present the formal definitions and properties for simulations, for
the general notion of an abstract reduction system.

**Definition A.1.1.** An abstract reduction system (ARS) consists of a collection $\mathbb{A}$
of elements, together with a binary reduction relation $R$ between elements in $\mathbb{A}$.

$R^+$ denotes the transitive closure of $R$, and $R^*$ denotes the reflexive transitive
closure of $R$. Normal forms are defined as before (see Definition 2.1.8): $a \in \mathbb{A}$ is a
normal form for $R$ if there does not exist an $a' \in \mathbb{A}$ with $aRa'$.

**Definition A.1.2.** A simulation of an ARS $(\mathbb{A}, R)$ by an ARS $(\mathbb{B}, S)$ is surjective
mapping $\phi : D(\phi) \to \mathbb{A}$ with $D(\phi) \subseteq \mathbb{B}$.

In the remainder of this section we focus on deterministic ARSs $(\mathbb{A}, R)$, in which
each element $a \in \mathbb{A}$ can do an $R$-step to no more than one element $a'$. In the
next definitions we assume that the deterministic ARS $(\mathbb{A}, R)$ is simulated by the
deterministic ARS $(\mathbb{B}, S)$ by means of the surjective mapping $\phi : D(\phi) \to \mathbb{A}$.

**Definition A.1.3.** The simulation $\phi$ is sound if, for each $b \in D(\phi)$ and $b' \in \mathbb{B}$
with $bSb'$, there is a $b'' \in D(\phi)$ with $bS'b''$ and either $\phi(b) = \phi(b'')$ or $\phi(b)R\phi(b')$.

**Definition A.1.4.** A simulation is complete if, for each normal form $b \in \mathbb{B}$ for $S$, $b \in D(\phi)$ and $\phi(b)$ is a normal form for $R$.

**Definition A.1.5.** A simulation preserves termination if for each $b_0 \in D(\phi)$ that
induces an infinite $S$-reduction $b_0 S b_1 S b_2 S \cdots$, there is a $k \geq 1$ such that $b_k \in D(\phi)$
and $\phi(b_0)R\phi(b_k)$.

Assume a deterministic ARS $(\mathbb{A}, R)$. Then $n_R : \mathbb{A} \to \mathbb{A} \cup \{\Delta\}$ maps each $a \in \mathbb{A}$
to its normal form for $R$; elements that do not have a normal form, because they
induce an infinite $R$-reduction, are mapped to $\Delta$ (which represents 'divergence').

**Definition A.1.6.** A deterministic ARS $(\mathbb{B}, S)$ is a correct transformation of a
deterministic ARS $(\mathbb{A}, R)$ if there exist mappings $\text{parse} : \mathbb{A} \to \mathbb{B}$ and $\text{print} : \mathbb{B} \to \mathbb{A}$
such that the diagram below commutes:
where \( \text{print}(\Delta) = \Delta \). In other words, \( \text{print}(\text{nfs}(\text{parse}(a))) = \text{nfr}(a) \) for \( a \in A \).

We note that the composition of two correct transformations is again a correct transformation.

Theorem A.1.7. If a simulation between two deterministic ARSs is sound, complete, and termination preserving, then it is a correct transformation.

Proof. Let \((A, R)\) and \((B, S)\) be deterministic ARSs, and let \( \phi : D(\phi) \rightarrow A \) be a simulation of \((A, R)\) by \((B, S)\) which is sound, complete, and termination preserving. We extend \( \phi \) to \( \Delta \) by defining \( \phi(\Delta) = \Delta \).

Fix a \( b \in D(\phi) \). Owing to completeness of \( \phi \), and the fact that \( \phi \) is defined for \( \Delta \), it follows that \( \phi \) is defined for \( \text{nfs}(b) \). We show that

\[
\phi(\text{nfs}(b)) = \text{nfr}(\phi(b)).
\] (5)

We distinguish two cases.

- Case 1: \( \text{nfs}(b) = \Delta \). Then \( b \) induces an infinite \( S \)-reduction \( bS_1S_2S_3 \cdots \), so by termination preservation \( \phi(b) \) induces an infinite \( R \)-reduction \( \phi(b)R\phi(b_1)R\phi(b_2) \cdots \). Hence, \( \phi(\text{nfs}(b)) = \phi(\Delta) = \Delta = \text{nfr}(\phi(b)) \).

- Case 2: \( \text{nfs}(b) = \tilde{b} \in B \). We derive the desired equality by the length of the derivation \( bS^*\tilde{b} \).

- \( bS^0\tilde{b} \). In other words, \( b = \tilde{b} \).

Then \( b \) is a normal form for \( S \), so completeness of \( \phi \) yields that \( \phi(b) \) is a normal form for \( R \). Hence, \( \phi(\text{nfs}(b)) = \phi(b) = \text{nfr}(\phi(b)) \).

- \( bS^n\tilde{b} \), whereby we have already derived the desired equality for derivations of length \( \leq n \).

Let \( bS_0S^n\tilde{b} \). Since \( \phi \) is sound and \( bS_0 \), it follows that \( b_0S^*b_1 \) with \( b_1 \in D(\phi) \) and \( \phi(b_0)R^*\phi(b_1) \).

* \( bS_0S^n\tilde{b} \) implies \( \text{nfs}(b) = \text{nfs}(b_1) \).

* \( \phi(b_0)R^*\phi(b_1) \) implies \( \text{nfr}(\phi(b)) = \text{nfr}(\phi(b_1)) \).

* Since \( bS^*b_1 \), the derivation \( b_1S^*b' \) has length \( \leq n \). So by induction \( \phi(\text{nfs}(b_1)) = \text{nfr}(\phi(b_1)) \).

Hence,

\[
\phi(\text{nfs}(b)) = \phi(\text{nfs}(b_1)) = \text{nfr}(\phi(b_1)) = \text{nfr}(\phi(b))
\]

which finishes the proof of equation (5).

Let \( \text{parse} \) be an extension of \( \phi \) (i.e., \( \text{parse}(b) = \phi(b) \) for each \( b \in D(\phi) \cup \{\Delta\} \)), and let \( \text{parse} \) be an inverse of \( \phi \) (i.e., \( \text{parse}(a) \in \phi^{-1}(a) \) for each \( a \in A \)). Equation
(5) implies that
\[ \text{print}(nf_S(parse(a))) = nf_R(\phi(parse(a))) = nf_R(a) \]
for \( a \in A \). □

A.2 Simple Completeness

We start the correctness proof of the compilation of left-linear TRSs into ARM by showing that the procedure “Add Most General Rules” in Section 3.3 is correct. Recall that \( R \) denotes the original left-linear TRS, and that \( \Sigma = (V,F,ar) \) denotes the original signature. Moreover, \( S \) denotes the TRS that results after adding a most general rule to \( R \), as described in the procedure “Add Most General Rules”. \( S \) consists of

\[ S_0 = \{ g(q) \rightarrow r \mid g(p) \rightarrow r \in R, \quad q \text{ obtained by replacing each } f \text{ in } p \text{ by } f^c \} \]
\[ S_1 = \{ f(v) \rightarrow f^c(v) \}. \]

Let \( \Sigma' \) denote the original signature \( \Sigma \) extended with \( f^c \), and let

\[ B = \{ t \in \Pi(\Sigma') \mid \exists s \in \Pi(\Sigma)(s \rightarrow_S^* t) \}. \]

We prove that the transformation of \((\Pi(\Sigma) \rightarrow_R)\) into \((B, \rightarrow_S)\) is correct.

**Simulation:** The mapping \( \phi : B \rightarrow \Pi(\Sigma) \) is defined as follows: \( \phi(t) \) is obtained by replacing all occurrences of the function symbol \( f^c \) in \( t \) by \( f \). Note that \( \phi \) is surjective, because \( \Pi(\Sigma) \subseteq B \) and \( \phi \) is the identity mapping on \( \Pi(\Sigma) \). Hence, \( \phi \) constitutes a (fully defined) simulation of \((\Pi(\Sigma) \rightarrow_R)\) by \((B, \rightarrow_S)\).

We proceed to prove that \( \phi \) is complete, sound, and termination preserving.

**Completeness:** If \( t \in B \) is a normal form for \( S \), then \( \phi(t) \) is a normal form for \( R \).

**Proof.** We apply induction with respect to the size of \( t \). The base case where \( t \) is a variable is trivial. We focus on the inductive case \( t = g(q) \); since the \( \bar q \) are normal forms for \( S \), induction implies that the \( \phi(\bar q) \) are normal forms for \( R \).

Let \( h = \phi(g) \) (i.e., \( h = f \) if \( g = f^c \), and \( h = g \) if \( g \in F \)). First we prove that \( h(\bar q) \) is a normal form for \( S_0 \). The case \( g \in F \) is trivial, because then \( h(\bar q) = t \) is a normal form for \( S \). We focus on the case \( g = f^c \). Since \( t \in B \), \( s \rightarrow_S^* t \) for some \( s \in \Pi(\Sigma) \). Due to the innermost rewriting strategy, and the fact that \( f^c \) does not occur in the right-hand sides of rules in \( S_0 \), the \( f^c \) is introduced by application of \( S_1 \); that is, \( f(q) \rightarrow_S f^c(q) \). So due to the specificity ordering, \( f(q) \) must be a normal form for \( S_0 \).

Assume, toward a contradiction, that \( \phi(t) = h(\phi(\bar q)) \) is not a normal form for \( R \). Since the \( \phi(\bar q) \) are normal forms for \( R \), it follows that \( h(\phi(\bar q)) \) is an \( R \)-redex (see Definition 2.1.5). So there exists a rule \( h(\bar p) \rightarrow r \) in \( S_0 \) such that the corresponding rule \( h(\phi(\bar p)) \rightarrow r \) in \( R \) matches \( h(\phi(\bar q)) \); that is, \( \sigma(\bar p) = \phi(\bar q) \) for some substitution \( \sigma \). Note that \( \bar p \) does not contain any occurrences of \( f \), because the procedure “Add Most General Rules” replaced all occurrences of \( f \) inside left-hand sides of \( S \) by \( f^c \). Moreover, since the \( \bar q \) are normal forms for \( S \), they do not contain occurrences of \( f \), due to the rewrite rule \( S_1 \). Then \( \sigma(\bar p) = \sigma(\phi(\bar p)) = \phi(\bar q) = \bar q \), so the rule \( h(\bar p) \rightarrow r \) in \( S_0 \) matches \( h(\bar q) \). This contradicts the fact that \( h(\bar q) \) is...
a normal form for $S_0$. Hence, our assumption was false: $\phi(t)$ is a normal form for $\mathcal{R}$. □

We state an observation on specificity or rewrite rules. It is left to the reader to verify this simple fact.

A. If $g(q) \rightarrow r \in S_0$ is the most specific rule in $S$ that matches $\sigma(g(q))$, then $g(\phi(q)) \rightarrow r \in \mathcal{R}$ is the most specific rule in $\mathcal{R}$ that matches $\sigma'(g(\phi(q)))$, where $\sigma' = \phi \circ \sigma$; that is, $\sigma'(x) = \phi(\sigma(x))$ for variables $x$.

In the sequel, a context $\text{Con}[\cdot]$ is an expression with one occurrence of the symbol $\cdot$, such that replacing this symbol by a term $t$ results in a term $\text{Con}[t]$.

**Soundness:** If $t \in \mathbb{B}$ and $t \xrightarrow{S} t'$, then either $\phi(t) = \phi(t')$ or $\phi(t) \xrightarrow{\mathcal{R}} \phi(t')$.

**Proof.** We distinguish two cases.

— **Case 1:** $t \xrightarrow{S} t'$ is the result of an application of the rewrite rule $S_1$. Then clearly $\phi(t) = \phi(t')$, so that we are done.

— **Case 2:** $t \xrightarrow{S} t'$ is the result of an application of a rule $g(q) \rightarrow r$ in $S_0$. Then $g \in \mathcal{F}$, and $g(\phi(q)) \rightarrow r$ is a rewrite rule in $\mathcal{R}$. Furthermore, $t = \text{Con}[\sigma(g(q))]$ and $t' = \text{Con}[\sigma'(r)]$ for some context $\text{Con}[\cdot]$ and some substitution $\sigma$, whereby $\sigma(g(q))$ is the rightmost innermost $S$-redex of $t$, and $g(q) \rightarrow r$ is the most specific rule in $S$ that matches this redex.

Since $g \in \mathcal{F}$, $\phi(t) = \text{Con}'[\sigma'(g(\phi(q)))]$ with $\text{Con}'[\cdot] = \phi(\text{Con}[\cdot])$ and $\sigma' = \phi \circ \sigma$. Since $\sigma(g(q))$ is the rightmost innermost $S$-redex of $t \in \mathbb{B}$, completeness of $\phi$ implies that $\sigma'(g(\phi(q)))$ is the rightmost innermost $\mathcal{R}$-redex of $\phi(t)$. Moreover, $g(q) \rightarrow r$ is the most specific rule in $S$ that matches $\sigma(g(q))$, so observation A implies that $g(\phi(q)) \rightarrow r$ is the most specific rule in $\mathcal{R}$ that matches $\sigma'(g(\phi(q)))$. Hence, $\phi(t) = \text{Con}'[\sigma'(g(\phi(q)))] \xrightarrow{\mathcal{R}} \text{Con}'[\sigma'(r)]$. Furthermore, $r \in \mathbb{T}(\Sigma)$ so $\phi(r) = r$, and so $\phi(t') = \phi(\text{Con}[\sigma'(r)]) = \text{Con}'[\sigma'(r)]$. Hence, $\phi(t) \xrightarrow{\mathcal{R}} \phi(t')$.

□

**Termination Preservation:** If $t_0 \in \mathbb{B}$ allows an infinite $S$-reduction $t_0 \xrightarrow{S} t_1 \xrightarrow{S} t_2 \xrightarrow{S} \cdots$, then there is a $k \geq 1$ such that $\phi(t_0) \xrightarrow{\mathcal{R}} \phi(t_k)$.

**Proof.** Since $t_0$ contains only finitely many occurrences of the function symbol $f$, there can only be a finite number of applications of the rule $S_1$ in a row with respect to $t_0$. Hence, there exists a smallest $k \geq 1$ such that $t_{k-1} \xrightarrow{S} t_k$ is the result of an application of a rule in $S_0$.

— $t_{i-1} \xrightarrow{S} t_i$ for $i = 1, \ldots, k - 1$ is the result of an application of the rewrite rule $S_1$, so clearly $\phi(t_{i-1}) = \phi(t_i)$.

— Since $t_{k-1} \xrightarrow{S} t_k$ is the result of an application of a rewrite rule in $S_0$, we saw in Case 2 of the soundness proof that $\phi(t_{k-1}) \xrightarrow{\mathcal{R}} \phi(t_k)$.

So $\phi(t_0) = \phi(t_{k-1}) \xrightarrow{\mathcal{R}} \phi(t_k)$. □

Hence, the simulation $\phi : \mathbb{B} \rightarrow \mathbb{T}(\Sigma)$ is sound, complete, and termination preserving. So the transformation of $(\mathbb{T}(\Sigma), \xrightarrow{\mathcal{R}})$ into $(\mathbb{B}, \xrightarrow{S})$ is correct. Finally, we show that the procedure “Add Most General Rules” is terminating.
Termination: "Add Most General Rules" terminates for each allowed input.

Proof. Each subsequent call of the procedure "Add Most General Rules" strictly decreases the number of function symbols $f$ for which there is a rewrite rule with left-hand side $f(\bar{s})$, but no most general rule with left-hand side $f(\bar{v})$. □

A.3 Minimization of Left-Hand Sides

In this section we prove that the transformation "Minimize Left-Hand Sides" in Section 3.4 is correct. Recall that $\mathcal{R}$ denotes the original simply complete left-linear TRS, and that $\Sigma = (\mathcal{V}, \mathcal{F}, \text{ar})$ denotes the original signature. Moreover, $\mathcal{S}$ denotes the TRS that results after minimizing the left-hand side of a nonminimal rule in $\mathcal{R}$, as described in the procedure "Minimize Left-Hand Sides". $\mathcal{S}$ is defined by the following six transformation rules, whereby $f$ and $i$ are fixed.

1. $\mathcal{S}_0 = \{ f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \mid |\bar{w}| < i \} \cup \{ h(\bar{s}) \rightarrow r \in \mathcal{R} \mid h \neq f \}$
2. $\mathcal{S}_1 = \{ f_g(\bar{x}, g(\bar{y}), \bar{z}) \rightarrow f_g(\bar{x}, \bar{y}, \bar{z}) \mid \exists f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \mid |\bar{w}| = i \}$
3. $\mathcal{S}_2 = \{ f_g(\bar{w}, \bar{p}, \bar{q}) \rightarrow r \mid f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \wedge |\bar{w}| = i \}$
4. $\mathcal{S}_3 = \{ f_g(\bar{x}, \bar{y}, \bar{z}) \rightarrow f^d(\bar{x}, g(\bar{y})), \bar{z} \mid \exists f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \mid |\bar{w}| = i \}$
   and there is no most general rule for $f_g$ in $\mathcal{S}_2$
5. $\mathcal{S}_4 = \{ f(\bar{v}) \rightarrow f^d(\bar{v}) \}$
6. $\mathcal{S}_5 = \{ f^d(\bar{w}, \bar{s}) \rightarrow r \mid f(\bar{w}, \bar{s}) \rightarrow r \in \mathcal{R} \wedge |\bar{w}| > i \}$.

In the definition of $\mathcal{S}$ we assume that $\mathcal{S}_3$ is non-empty. In the case that $\mathcal{S}_3$ is empty, "Minimize Left-Hand Sides" does not introduce the fresh function symbol $f^d$. Moreover, in this case $\mathcal{S}_4$ and $\mathcal{S}_5$ are not added to $\mathcal{S}$, while rules in $\mathcal{R}$ of the form $f(\bar{w}, \bar{s}) \rightarrow r$ with $|\bar{w}| > i$ are added to $\mathcal{S}_0$. The correctness of the procedure "Minimize Left-Hand Sides" in the case that $\mathcal{S}_3 = \emptyset$ can be derived in the same way as in the case that $\mathcal{S}_3 \neq \emptyset$, with some cases for $\mathcal{S}_3$, $\mathcal{S}_4$, and $\mathcal{S}_5$ omitted.

Note that $\mathcal{R}$ can be partitioned into the following three disjoint subsets:

$$\mathcal{S}_0 = \{ f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \mid |\bar{w}| = i \} \cup \{ h(\bar{s}) \rightarrow r \in \mathcal{R} \mid h \neq f \}$$
$$\mathcal{S}_1 = \{ f_g(\bar{x}, g(\bar{y}), \bar{z}) \rightarrow f_g(\bar{x}, \bar{y}, \bar{z}) \mid \exists f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \mid |\bar{w}| = i \}$$
$$\mathcal{S}_2 = \{ f_g(\bar{w}, \bar{p}, \bar{q}) \rightarrow r \mid f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \wedge |\bar{w}| = i \}$$
$$\mathcal{S}_3 = \{ f_g(\bar{x}, \bar{y}, \bar{z}) \rightarrow f^d(\bar{x}, g(\bar{y})), \bar{z} \mid \exists f(\bar{w}, g(\bar{p})), \bar{q} \rightarrow r \in \mathcal{R} \mid |\bar{w}| = i \}$$
and there is no most general rule for $f_g$ in $\mathcal{S}_2$
$$\mathcal{S}_4 = \{ f(\bar{v}) \rightarrow f^d(\bar{v}) \}$$
$$\mathcal{S}_5 = \{ f^d(\bar{w}, \bar{s}) \rightarrow r \mid f(\bar{w}, \bar{s}) \rightarrow r \in \mathcal{R} \wedge |\bar{w}| > i \}.$$

Let $\Sigma'$ denote the original signature $\Sigma$ extended with $f_g$ and $f^d$. We prove that the transformation of $(\mathcal{P}(\Sigma), \rightarrow_{\mathcal{S}})$ into $(\mathcal{P}(\Sigma'), \rightarrow_{\mathcal{S}})$ is correct.

Simulation: Let $\phi : \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)$ be the identity mapping. Since $\phi$ is surjective, it constitutes a (partially defined) simulation of $(\mathcal{P}(\Sigma), \rightarrow_{\mathcal{S}})$ by $(\mathcal{P}(\Sigma'), \rightarrow_{\mathcal{S}})$.

We proceed to prove that $\phi$ is complete, sound, and termination preserving.

Completeness: If $t \in \mathcal{P}(\Sigma')$ is a normal form for $\mathcal{S}$, then $t \in \mathcal{P}(\Sigma)$ and $t$ is a normal form for $\mathcal{R}$.

Proof. There are most general rules for the function symbols $f_g$ and $f^d$ in $\mathcal{S}$, so since $t$ is a normal form for $\mathcal{S}$ we have $t \in \mathcal{P}(\Sigma)$. If there is a rule $h(\bar{p}) \rightarrow r \in \mathcal{R}$, then there is a rule $h(\bar{q}) \rightarrow r' \in \mathcal{S}$. Since $\mathcal{S}$ is simply complete, it follows that if a term $h(\bar{s})$ in $\mathcal{P}(\Sigma)$ is an $\mathcal{R}$-redex, then it is an $\mathcal{S}$-redex. □

We state six observations on specificity of rewrite rules. It is left to the reader to verify these simple facts.
A. No rule in $\mathcal{R} \setminus \mathcal{S}_0$ is more specific than any rule in $\mathcal{S}_0$.

B. If $\mathcal{S}_4$ is the most specific rule in $\mathcal{S}$ that matches $t \in \mathcal{T}(\Sigma)$, then some rule in $\mathcal{R}_2$ is the most specific rule in $\mathcal{R}$ that matches $t$.

C. If some rule in $\mathcal{S}_1$ is the most specific rule in $\mathcal{S}$ that matches $t \in \mathcal{T}(\Sigma)$, then some rule in $\mathcal{R}_1 \cup \mathcal{R}_2$ is the most specific rule in $\mathcal{R}$ that matches $t$.

D. If $f(\bar{w}, s) \rightarrow r \in \mathcal{R}_2$ with $|\bar{w}| > i$ is the most specific rule in $\mathcal{R}$ that matches $f(\bar{t}) \in \mathcal{T}(\Sigma)$, then $f^d(\bar{w}, s) \rightarrow r \in \mathcal{S}_5$ is the most specific rule in $\mathcal{S}$ that matches $f^d(\bar{t})$.

E. If some rule in $\mathcal{R}_2$ is the most specific rule in $\mathcal{R}$ that matches $f(\bar{t}, g(\bar{s}), \bar{t}) \in \mathcal{T}(\Sigma)$ with $|\bar{t}| = i$, then no rule in $\mathcal{S}_2$ matches $f_g(\bar{t}, \bar{s}, \bar{t})$.

F. If $f(\bar{w}, g(\bar{y}), \bar{q}) \rightarrow r \in \mathcal{R}_1$ with $|\bar{w}| = i$ is the most specific rule in $\mathcal{R}$ that matches $f(\bar{t}, g(\bar{s}), \bar{t}) \in \mathcal{T}(\Sigma)$ with $|\bar{t}| = i$, then $f_g(\bar{w}, \bar{y}, \bar{q}) \rightarrow r \in \mathcal{S}_2$ is the most specific rule in $\mathcal{S}$ that matches $f_g(\bar{t}, \bar{s}, \bar{t})$.

Note that observations B and C use simple completeness of $\mathcal{R}$.

Soundness: If $t \in \mathcal{T}(\Sigma)$ and $t \rightarrow_\mathcal{S} t'$, then there is a $t'' \in \mathcal{T}(\Sigma)$ with $t' \rightarrow_\mathcal{S} t''$ and $t \rightarrow_\mathcal{R} t''$.

Proof. Since $t \in \mathcal{T}(\Sigma)$, we can distinguish three cases.

— Case 1: $t \rightarrow_\mathcal{S} t'$ is the result of an application of a rule $h(\bar{s}) \rightarrow r \in \mathcal{S}_0$.

Then $t = \text{Con}[\sigma(h(\bar{s}))]$, $t' = \text{Con}[\sigma(r)]$, $\sigma(h(\bar{s}))$ is the rightmost innermost $\mathcal{S}$-redex of $t$, and $h(\bar{s}) \rightarrow r$ is the most specific rule in $\mathcal{S}$ that matches this redex. Completeness of $\phi$ implies that $\sigma(h(\bar{s}))$ is also the rightmost innermost $\mathcal{R}$-redex of $t$. Furthermore, observation A implies that $h(\bar{s}) \rightarrow r$ is the most specific rule in $\mathcal{R}$ that matches $\sigma(h(\bar{s}))$. Hence, $t \rightarrow_\mathcal{R} t'$, so we can take $t' = t'$.

— Case 2: $t \rightarrow_\mathcal{S} t'$ is the result of an application of rule $\mathcal{S}_4$.

Then $t = \text{Con}[\sigma(f(\bar{v}))]$, $t' = \text{Con}[\sigma(f^d(\bar{v}))]$, $\sigma(f(\bar{v}))$ is the rightmost innermost $\mathcal{S}$-redex of $t$, and $\mathcal{S}_4$ is the most specific rule in $\mathcal{S}$ that matches this redex. Completeness of $\phi$ implies that $\sigma(f(\bar{v}))$ is also the rightmost innermost $\mathcal{R}$-redex of $t$. Moreover, $\sigma(f^d(\bar{v}))$ is clearly the rightmost innermost $\mathcal{S}$-redex of $t'$.

By observation B, some rule $f(\bar{w}, \bar{s}) \rightarrow r \in \mathcal{R}_2$ with $|\bar{w}| > i$ is the most specific rule in $\mathcal{R}$ that matches $\sigma(f(\bar{v}))$. Hence,

\[ t \rightarrow_\mathcal{R} \text{Con}[\sigma'(r)] \]

with $\sigma'(\bar{w}, \bar{s}) = \sigma(\bar{v})$. By observation D, $f^d(\bar{w}, \bar{s}) \rightarrow r \in \mathcal{S}_5$ is the most specific rule in $\mathcal{S}$ that matches $\sigma(f^d(\bar{v}))$. Hence,

\[ t' \rightarrow_\mathcal{S} \text{Con}[\sigma'(r)]. \]

So we can take $t'' = \text{Con}[\sigma'(r)]$.

— Case 3: $t \rightarrow_\mathcal{S} t'$ is the result of an application of a rule $f(x, g(\bar{y}), \bar{z}) \rightarrow f_g(x, \bar{y}, \bar{z}) \in \mathcal{S}_1$.

Then $t = \text{Con}[\sigma(f(x, g(\bar{y}), \bar{z}))]$, $t' = \text{Con}[\sigma(f_g(x, \bar{y}, \bar{z}))]$, $\sigma(f(x, g(\bar{y}), \bar{z}))$ is the rightmost innermost $\mathcal{S}$-redex of $t$, and $f(x, g(\bar{y}), \bar{z})$ is the most specific left-hand side in $\mathcal{S}$ that matches this redex. Completeness of $\phi$ implies that $\sigma(f(x, g(\bar{y}), \bar{z}))$
is also the rightmost innermost $\mathcal{R}$-redex of $t$. Furthermore, $\sigma(f_g(\bar{x}, \bar{y}, \bar{z}))$ is clearly the rightmost innermost $\mathcal{S}$-redex of $t'$.

By observation C we can distinguish two cases.

— Case 3.1: Some rule $f(\bar{w}, g(\bar{p}), \bar{q}) \rightarrow r \in \mathcal{R}_1$ with $|\bar{w}| = i$ is the most specific rule in $\mathcal{R}$ that matches $\sigma(f(\bar{x}, g(\bar{y}), \bar{z}))$. Hence,

$$t \rightarrow_{\mathcal{R}} \text{Con}[\sigma(r)]$$

with $\sigma'(\bar{w}, \bar{p}, \bar{q}) = \sigma(\bar{x}, \bar{y}, \bar{z})$. By observation F, $f_g(\bar{w}, \bar{p}, \bar{q}) \rightarrow r \in \mathcal{S}_2$ is the most specific rule in $\mathcal{S}$ that matches $\sigma(f_g(\bar{x}, \bar{y}, \bar{z}))$. Hence,

$$t' \rightarrow_{\mathcal{S}} \text{Con}[\sigma'(r)].$$

So we can take $t'' = \text{Con}[\sigma'(r)]$.

— Case 3.2: Some rule $f(\bar{w}, \bar{s}) \rightarrow r \in \mathcal{R}_2$ with $|\bar{w}| > i$ is the most specific rule in $\mathcal{R}$ that matches $\sigma(f(\bar{x}, g(\bar{y}), \bar{z}))$. Hence,

$$t \rightarrow_{\mathcal{R}} \text{Con}[\sigma'(r)]$$

with $\sigma'(\bar{w}, \bar{s}) = \sigma(\bar{x}, g(\bar{y}), \bar{z})$. By observation E, $f_g(\bar{x}, \bar{y}, \bar{z}) \rightarrow f^d(\bar{x}, g(\bar{y}), \bar{z}) \in \mathcal{S}_3$ is the most specific rule in $\mathcal{S}$ that matches $\sigma(f_g(\bar{x}, \bar{y}, \bar{z}))$. Hence,

$$t' \rightarrow_{\mathcal{S}} \text{Con}[\sigma(f^d(\bar{x}, g(\bar{y}), \bar{z}))].$$

It is easy to see that $\sigma(f^d(\bar{x}, g(\bar{y}), \bar{z}))$ is the rightmost innermost $\mathcal{S}$-redex of the term $\text{Con}[\sigma(f^d(\bar{x}, g(\bar{y}), \bar{z}))]$. Furthermore, by observation D, $f^d(\bar{w}, \bar{s}) \rightarrow r \in \mathcal{S}_5$ is the most specific rule in $\mathcal{S}$ that matches this redex. Hence,

$$\text{Con}[\sigma(f^d(\bar{x}, g(\bar{y}), \bar{z}))] \rightarrow_{\mathcal{S}} \text{Con}[\sigma'(r)].$$

So we can take $t'' = \text{Con}[\sigma'(r)]$.

\[ \square \]

**Termination Preservation:** If $t_0 \in \mathcal{T}(\Sigma)$ allows an infinite $\mathcal{S}$-reduction $t_0 \rightarrow_{\mathcal{S}} t_1 \rightarrow_{\mathcal{S}} t_2 \rightarrow_{\mathcal{S}} \cdots$, then there is a $k \geq 1$ such that $t_k \in \mathcal{T}(\Sigma)$ and $t_0 \rightarrow_{\mathcal{R}} t_k$.

**Proof.** Since $t_0 \rightarrow_{\mathcal{S}} t_1$, the soundness property that we derived for $\phi$ induces that there exists a $k \geq 1$ with $t_0 \rightarrow_{\mathcal{R}} t_k$. \[ \square \]

Hence, the simulation $\phi : \mathcal{T}(\Sigma) \rightarrow \mathcal{T}(\Sigma)$ is sound, complete, and termination preserving. So the transformation of $(\mathcal{T}(\Sigma), \rightarrow_{\mathcal{R}})$ into $(\mathcal{T}(\Sigma'), \rightarrow_{\mathcal{S}})$ is correct. Finally, we show that the procedure “Minimize Left-Hand Sides” is terminating.

**Termination:** “Minimize Left-Hand Sides” terminates for each allowed input.

**Proof.** In each subsequent call of the procedure “Minimize Left-Hand Sides” the total number $N$ of occurrences of function symbols in left-hand sides of nonminimal rules strictly decreases. This can be seen by considering the effect of the separate transformation rules $\mathcal{S}_1$-$\mathcal{S}_5$ on the value of $N$.

— Replacing occurrences of $f$ by $f^d$, in $\mathcal{S}_5$, does not influence $N$.
— $\mathcal{S}_1$, $\mathcal{S}_3$, and $\mathcal{S}_4$ introduce minimal rules, which again does not influence $N$. 

A.4 Minimization of Right-Hand Sides

In this section we prove that the transformation "Minimize Right-Hand Sides" in Section 3.5 is correct. Recall that \( R \) denotes the original simply complete left-linear TRS, in which each nonminimal rule contains only one function symbol in its left-hand side, and that \( \Sigma = (V, F, ar) \) denotes the original signature. Moreover, \( S \) denotes the TRS that results after minimizing the right-hand side of a nonminimal rule \( f(\vec{v}) \rightarrow r \) in \( R \), as described in the procedure "Minimize Right-Hand Sides". \( S \) consists of the collection

\[
S_0 = R \setminus \{ f(\vec{v}) \rightarrow r \}
\]

together with two more rules, which depend on the following four possibilities.

- \( r = v_k \) for some \( k < ar(f) \). Then \( S_0 \) is extended with

\[
S_1 = \{ f(\vec{v}) \rightarrow f^d(v_1, \ldots, v_k) \} \cup \{ f^d(v_1, \ldots, v_k) \rightarrow v_k \}.
\]

- \( \vec{v} = \vec{x}, \vec{y}, \vec{y}'' \) and \( r = h(\vec{x}, \vec{z}) \), where \( \vec{y}' \) is non-empty, \( \vec{y}' \cap \vec{z} \) is empty, either \( \vec{y}'' \) is empty or \( y'' \in \vec{z} \), and \( \vec{y}'' \neq \vec{z} \). Then \( S_0 \) is extended with

\[
S_2 = \{ f(\vec{v}) \rightarrow f^d(\vec{x}, \vec{y}'') \} \cup \{ f^d(\vec{x}, \vec{y}'') \rightarrow h(\vec{x}, \vec{z}) \}.
\]

- \( \vec{v} = \vec{x}, \vec{y} \) and \( r = h(\vec{x}, z_1, \vec{z}') \), where either \( \vec{y} \) is empty, or \( y_1 \neq z_1 \) and \( y_1 \in \vec{z}' \). Then \( S_0 \) is extended with

\[
S_3 = \{ f(\vec{v}) \rightarrow f^d(\vec{x}, z_1, y) \} \cup \{ f^d(\vec{x}, u, y) \rightarrow h(\vec{x}, u, \vec{z}') \}.
\]

- \( r = h(\vec{w}, g(\vec{p}), \vec{q}) \). Then \( S_0 \) is extended with

\[
S_4 = \{ f(\vec{v}) \rightarrow h_g(\vec{w}, \vec{p}, \vec{q}) \} \cup \{ h_g(\vec{w}, \vec{p}, \vec{q}) \rightarrow h(\vec{w}, g(\vec{p}), \vec{q}) \}.
\]

If \( S = S_0 \cup S_i \) with \( i = 1, 2, 3, 4 \), then it is easy to see that the transformation of \( (T(\Sigma), \rightarrow_R) \) into \( (T(\Sigma'), \rightarrow_S) \), with \( \Sigma' \) the original signature \( \Sigma \) extended with \( f^d \), is correct. Namely, in these three cases, the identity mapping \( \phi : T(\Sigma) \rightarrow T(\Sigma) \) constitutes a (partially defined) sound and complete simulation of \( (T(\Sigma), \rightarrow_R) \) by \( (T(\Sigma'), \rightarrow_S) \) that preserves termination: the rewrite rule \( f(\vec{v}) \rightarrow r \) is simulated by subsequent applications of the two rewrite rules in \( S_i \), and vice versa.

We focus on the fourth case, where the rule \( f(\vec{v}) \rightarrow h(\vec{w}, g(\vec{p}), \vec{q}) \) in \( R \) is replaced by \( S_4 \). The simulation of \( f(\vec{v}) \rightarrow h(\vec{w}, g(\vec{p}), \vec{q}) \) by the two rewrite rules in \( S_4 \) is not so straightforward. Namely, if the first rule \( f(\vec{v}) \rightarrow h_g(\vec{w}, \vec{p}, \vec{q}) \) in \( S_4 \) is applied to some term \( Con[\sigma(f(\vec{v}))] \), then the arguments \( \sigma(\vec{p}, \vec{q}) \) in the redact may contain subterms that are not normal forms for \( S = S_0 \cup S_4 \). Such subterms are first reduced to normal form (and this reduction may not even terminate), before the second rule in \( S_4 \) is applied to eliminate \( h_g \).

Let \( \Sigma' \) denote the original signature \( \Sigma \) extended with \( h_g \), and let

\[
\mathcal{B} = \{ t \in T(\Sigma') \mid \exists s \in T(\Sigma) (s \rightarrow_S^* t) \}.
\]
We prove that the transformation of $(\Sigma, \rightarrow_R)$ into $(\Sigma, \rightarrow_S)$ is correct.

**Simulation:** The mapping $\phi : \Sigma \rightarrow \Sigma$ is defined inductively as follows:

$$\phi(x) = x$$
$$\phi(f'(\tilde{t})) = f'(\phi(\tilde{t}))$$
$$\phi(h_g(\tilde{t}, \tilde{t}', \tilde{t}'')) = h(\phi(\tilde{t}), g(\phi(\tilde{t}')), \phi(\tilde{t}''))$$
$$|\tilde{t}| = |\tilde{u}|, |\tilde{t}'| = |\tilde{u}'|, |\tilde{t}''| = |\tilde{u}'''|.$$  

$\phi$ is surjective, because it is the identity mapping on $\Sigma \subseteq \Sigma$, so it constitutes a (fully defined) simulation of $(\Sigma, \rightarrow_R)$ by $(\Sigma, \rightarrow_S)$.

We proceed to prove that $\phi$ is complete, sound, and termination preserving.

**Completeness:** If $t \in \Sigma$ is a normal form for $S$, then $\phi(t)$ is a normal form for $R$.

**Proof.** $t$ is a normal form for $S$, so it does not contain occurrences of the function symbols $h_g$ and $f$, because there are most general rules for these function symbols in $S$. Since $t \in \Sigma$ we have $\phi(t) = t$, so $\phi(t)$ is a normal form for $S$. Furthermore, since $f$ does not occur in $\phi(t)$, the only rule in $R \setminus S$, $f(\bar{v}) \rightarrow h(\bar{w}, g(\bar{p}), \bar{q})$, does not apply to $\phi(t)$. Hence, $\phi(t)$ is a normal form for $R$.

The following observation is used in the soundness proof.

A. If $t'$ is the rightmost innermost $S$-redex of $t \in \Sigma$, then there is no $R$-redex rightmost innermost of $\phi(t')$ in $\phi(t)$.

**Proof.** Assume toward a contradiction that there exists an $R$-redex rightmost innermost of $\phi(t')$ in $\phi(t)$. Since $t'$ is the rightmost innermost $S$-redex of $t$, completeness of $\phi$ implies that this $R$-redex of $\phi(t)$ must be of the form $g(s)$, where $t = C[h_g(\tilde{t}, \tilde{s}, s''')]$ with $|\tilde{t}| = |\tilde{w}|$, the $\tilde{s}, s'''$ normal forms for $S$, and $t'$ a subterm in $\tilde{t}$. Since $t \in \Sigma$, there is a $t_0 \in \Sigma$ with $t_0 \rightarrow_S t$, so the occurrence of $h_g$ in $t$ was introduced by an application of the rule $f(\bar{v}) \rightarrow h_g(\bar{w}, \bar{p}, \bar{q})$ in $S_4$. Since the $\bar{w}$ are variables, and we apply innermost rewriting, and $h_g$ only occurs in the left-hand side of the second rule of $S_4$, this implies that the $\tilde{t}$ are normal forms for $S$. This contradicts the fact that $t'$ is a subterm in $\tilde{t}$. Hence, our assumption was false: there does not exist an $R$-redex rightmost innermost of $\phi(t')$ in $\phi(t)$.

We state two more observations, on specificity of rewrite rules. It is left to the reader to verify these simple facts.

B. If $f(\bar{v}) \rightarrow h_g(\bar{w}, \bar{p}, \bar{q}) \in S_4$ is the most specific rule in $S$ that matches $t$, then $f(\bar{v}) \rightarrow h(\bar{w}, g(\bar{p}), \bar{q})$ is the most specific rule in $R$ that matches $\phi(t)$.

C. If $f'(s) \rightarrow r \in S_0$ is the most specific rule in $S$ that matches $t$, then $f'(s) \rightarrow r$ is the most specific rule in $R$ that matches $\phi(t)$.

**Soundness:** If $t \in \Sigma$ and $t \rightarrow_S t'$, then either $\phi(t) = \phi(t')$ or $\phi(t) \rightarrow_R \phi(t')$.

**Proof.** We distinguish three cases.

1. **Case 1:** $t \rightarrow_S t'$ is the result of an application of $h_g(x, y, z) \rightarrow h(x, g(y'), z) \in S_4$.
   Then clearly $\phi(t) = \phi(t')$, so that we are done.
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— Case 2: \( t \rightarrow_S t' \) is the result of an application of \( f(\vec{v}) \rightarrow h_g(\vec{w}, \vec{p}, \vec{q}) \in S_4 \).

Then \( t = \text{Con}[\sigma(f(\vec{v}))], t' = \text{Con}[\sigma(h_g(\vec{w}, \vec{p}, \vec{q}))], \sigma(f(\vec{v})) \) is the rightmost innermost \( S \)-redex of \( t \), and \( f(\vec{v}) \) is the most specific left-hand side in \( S \) that matches this redex.

\[
\phi(t) = \text{Con}'[\sigma'(f(\vec{v}))] \quad \text{with} \quad \text{Con}'[] = \phi(\text{Con}[]), \quad \text{and} \quad \sigma' = \phi \circ \sigma.
\]

Statement A implies that \( \sigma'(f(\vec{v})) \) is the rightmost innermost \( \mathcal{R} \)-redex of \( \phi(t) \). By observation B, \( f(\vec{v}) \rightarrow h(\vec{w}, g(\vec{p}), \vec{q}) \) is the most specific rule in \( \mathcal{R} \) that matches this redex. Hence, \( \phi(t) \rightarrow_{\mathcal{R}} \text{Con}'[\sigma'(h(\vec{w}, g(\vec{p}), \vec{q}))]. \) Furthermore, \( \phi(t') = \phi(\text{Con}[\sigma(h_g(\vec{w}, \vec{p}, \vec{q}))]) = \text{Con}'[\sigma'(h(\vec{w}, g(\vec{p}), \vec{q}))]. \) So \( \phi(t) \rightarrow_{\mathcal{R}} \phi(t'). \)

— Case 3: \( t \rightarrow_S t' \) is the result of an application of a rule \( f'(\vec{s}) \rightarrow r \in S_0. \)

Then \( t = \text{Con}[\sigma(f'(\vec{s}))], t' = \text{Con}[\sigma(r)], \sigma(f'(\vec{s})) \) is the rightmost innermost \( S \)-redex of \( t \), and \( f'(\vec{s}) \rightarrow r \) is the most specific rule in \( S \) that matches this redex.

\[
\phi(t) = \text{Con}'[\sigma'(f'(\vec{s}))] \quad \text{with} \quad \text{Con}'[] = \phi(\text{Con}[]), \quad \text{and} \quad \sigma' = \phi \circ \sigma.
\]

Statement A implies that \( \sigma'(f'(\vec{s})) \) is the rightmost innermost \( \mathcal{R} \)-redex of \( \phi(t) \), and by observation C, \( f'(\vec{s}) \rightarrow r \) is the most specific rule in \( \mathcal{R} \) that matches this redex. Hence, \( \phi(t) \rightarrow_{\mathcal{R}} \text{Con}'[\sigma'(r)]. \) Furthermore, since \( r \in \mathcal{T}(\Sigma), \phi(t') = \phi(\text{Con}[\sigma(r)]) = \text{Con}'[\sigma'(r)]. \) So \( \phi(t) \rightarrow_{\mathcal{R}} \phi(t'). \)

\( \square \)

Termination Preservation: If \( t_0 \in \mathbb{B} \) allows an infinite \( S \)-reduction \( t_0 \rightarrow_S t_1 \rightarrow_S t_2 \rightarrow_S \cdots \), then there is a \( k \geq 1 \) such that \( \phi(t_0) \rightarrow_{\mathcal{R}} \phi(t_k). \)

Proof. Since \( t_0 \) contains only finitely many occurrences of the function symbol \( h_g \), there can only be a finite number of applications of the rule \( h_g(\vec{x}, \vec{y}, \vec{z}) \rightarrow h(\vec{x}, g(\vec{y}), \vec{z}) \) in a row with respect to \( t_0 \). Hence, there exists a smallest \( k \geq 1 \) such that \( t_{k-1} \rightarrow_S t_k \) is the result of an application of a rule in \( S_0 \cup \{ f(\vec{v}) \rightarrow h_g(\vec{w}, \vec{p}, \vec{q}) \}. \) The following two cases follow from the soundness proof:

\[
- t_{i-1} \rightarrow_S t_i \quad \text{for} \quad i = 1, \ldots, k-1, \quad \text{is the result of an application of} \quad h_g(\vec{x}, \vec{y}, \vec{z}) \rightarrow h(\vec{x}, g(\vec{y}), \vec{z}) \in S_4, \quad \text{so clearly} \quad \phi(t_{i-1}) = \phi(t_i). \]

\[
- \text{Since} \quad t_{k-1} \rightarrow_S t_k \quad \text{is the result of an application of a rule in} \quad S_0 \cup \{ f(\vec{v}) \rightarrow h_g(\vec{w}, \vec{p}, \vec{q}) \}, \quad \text{we saw in the Cases 2 and 3 of the soundness proof that} \quad \phi(t_{k-1}) \rightarrow_{\mathcal{R}} \phi(t_k). \]

So \( \phi(t_0) = \phi(t_{k-1}) \rightarrow_{\mathcal{R}} \phi(t_k). \) \( \square \)

Hence, the simulation \( \phi: \mathbb{B} \rightarrow \mathcal{T}(\Sigma) \) is sound, complete, and termination preserving. So the transformation of \( (\mathbb{B}, \rightarrow_S) \) into \( (\mathcal{T}(\Sigma), \rightarrow_{\mathcal{R}}) \) is correct. Finally, we show that the procedure “Minimize Right-Hand Sides” is terminating.

Termination: “Minimize Right-Hand Sides” terminates for each allowed input.

Proof. We consider the separate transformation rules \( S_1 - S_4 \) in each subsequent call of the procedure “Minimize Right-Hand Sides”.

— \( S_1 \) decreases the number of nonminimal rules by one. Moreover, this number is not increased by the other transformation rules. Hence, \( S_1 \) can only be applied a finite number of times.
— \( S_4 \) strictly decreases the total number of occurrences of function symbols in right-hand sides of nonminimal rules. Moreover, this number is not increased by \( S_2 \) and \( S_3 \). Hence, \( S_4 \) can only be applied a finite number of times.

— \( S_2 \) and \( S_3 \) strictly decrease the total sum of lengths of non-compliant segments in the arguments of left- and right-hand sides of nonminimal rules. Hence, these transformation rules can only be applied a finite number of times.

\[
\]

\section{Stratification}

In this section we prove that the transformation “Stratify” in Section 3.6 is correct. Recall that \( M \) denotes the original simply complete MTRS, and that \( \Sigma = (\mathcal{V}, \mathcal{F}, \mathcal{ar}) \) denotes the original signature. Moreover, \( S \) denotes the TRS that results after stratifying a nonstratified rule \( f(\bar{p}) \rightarrow r \) in \( M \), as described in the procedure “Stratify”. The definition of \( S \) depends on the following three possibilities.

— \( \bar{p} = \bar{x}, g(\bar{y}), \bar{z}, L(f) \neq [\bar{z}] \), and \( S \) consists of

\[
S_0 = M \setminus \{f(\bar{w}, \bar{s}) \rightarrow r' \in M | |\bar{w}| \geq |\bar{z}|\}
\]

\[
S_1 = \{f(\bar{v}) \rightarrow f^d(\bar{v})\}
\]

\[
S_2 = \{f^d(\bar{w}, \bar{s}) \rightarrow r' | f(\bar{w}, \bar{s}) \rightarrow r' \in M \wedge |\bar{w}| \geq |\bar{z}|\}.
\]

— \( \bar{p} \) is a string of variables, the locus of \( f \) does not satisfy the stratification property, and \( S \) consists of

\[
S_3 = M \setminus \{f(\bar{p}) \rightarrow r\}
\]

\[
S_4 = \{f(\bar{v}) \rightarrow f^d(\bar{v})\} \cup \{f^d(\bar{v}) \rightarrow r\}.
\]

— \( r = h(\bar{s}) \), where the locus of \( h \) does not satisfy the stratification property, and \( S \) consists of

\[
S_3 = M \setminus \{f(\bar{p}) \rightarrow r\}
\]

\[
S_5 = \{f(\bar{p}) \rightarrow h^d(\bar{s})\} \cup \{h^d(\bar{v}) \rightarrow h(\bar{v})\}.
\]

In the last two cases, where the rule \( f(\bar{p}) \rightarrow r \) in \( M \) is replaced by \( S_i \) with \( i = 4, 5 \), it is easy to see that the transformation of \((\mathcal{T}(\Sigma), \rightarrow_M)\) into \((\mathcal{T}(\Sigma'), \rightarrow_S)\) is correct, where \( \Sigma' \) is the original signature \( \Sigma \) extended with \( f^d \) or \( h^d \). Namely, in these two cases the identity mapping \( \phi : \mathcal{T}(\Sigma) \rightarrow \mathcal{T}(\Sigma) \) constitutes a (partially defined) sound and complete simulation that preserves termination; the rewrite rule \( f(\bar{p}) \rightarrow r \) is simulated by consecutive applications of the two rewrite rules in \( S_i \), and vice versa.

We focus on the first case, where the rules \( f(\bar{w}, \bar{s}) \rightarrow r' \) in \( M \) with \(|\bar{w}| \geq |\bar{z}|\) are replaced by \( S_1 \cup S_2 \). Basically, the correctness proof for this case is a simplified version of the correctness proof for the procedure “Minimize Left-Hand Sides”. Let \( \Sigma' \) denote the original signature extended with the fresh function symbol \( f^d \). We prove that the transformation of \((\mathcal{T}(\Sigma), \rightarrow_M)\) into \((\mathcal{T}(\Sigma'), \rightarrow_S)\) is correct.

\textbf{Simulation:} Let \( \phi : \mathcal{T}(\Sigma) \rightarrow \mathcal{T}(\Sigma) \) be the identity mapping. Since \( \phi \) is surjective, it constitutes a (partially defined) simulation of \((\mathcal{T}(\Sigma), \rightarrow_M)\) by \((\mathcal{T}(\Sigma'), \rightarrow_S)\).

We proceed to prove that \( \phi \) is complete, sound, and termination preserving.
Completeness: If \( t \in \mathbb{T}(\Sigma') \) is a normal form for \( S \), then \( t \in \mathbb{T}(\Sigma) \) and \( t \) is a normal form for \( M \).

Proof. There is a most general rule for \( f_d \) in \( S \), so since \( t \) is a normal form for \( S \) we have \( t \in \mathbb{T}(\Sigma) \). If there is a rule for \( g \in \mathcal{F} \) in \( M \), then there is a rule for \( g \) in \( S \). Since \( S \) is simply complete, it follows that if a term \( g(s) \) in \( \mathbb{T}(\Sigma) \) is an \( M \)-redex, then it is an \( S \)-redex. □

We state three observations on specificity of rewrite rules. It is left to the reader to verify these simple facts.

A. No rule in \( M \backslash S_0 \) is more specific than any rule in \( S_0 \).

B. If \( S_1 \) is the most specific rule in \( S \) that matches \( t \in \mathbb{T}(\Sigma) \), then some rule \( f(w, s) \rightarrow r' \) with \( |w| \geq |\tilde{a}| \) is the most specific rule in \( M \) that matches \( t \).

C. If \( f(w, s) \rightarrow r' \) with \( |w| \geq |\tilde{a}| \) is the most specific rule in \( M \) that matches \( f(q) \in \mathbb{T}(\Sigma) \), then \( f_d(w, s) \rightarrow r' \in S_2 \) is the most specific rule in \( S \) that matches \( f_d(q) \).

Note that observation B uses simple completeness of \( M \).

Soundness: If \( t \in \mathbb{T}(\Sigma) \) and \( t \rightarrow_S t' \), then there is a \( t'' \in \mathbb{T}(\Sigma) \) with \( t' \rightarrow_S^* t'' \) and \( t \rightarrow_M t'' \).

Proof. Since \( t \in \mathbb{T}(\Sigma) \), we can distinguish two cases.

— Case 1: \( t \rightarrow_S t' \) is the result of an application of a rule \( g(q) \rightarrow r' \in S_0 \).
Then \( t = \text{Con}[\sigma(g(q))] \), \( t' = \text{Con}[\sigma(r')] \), \( \sigma(g(q)) \) is the rightmost innermost \( S \)-redex of \( t \), and \( g(q) \rightarrow r' \) is the most specific rule in \( S \) that matches this redex. Completeness of \( \phi \) implies that \( \sigma(g(q)) \) is also the rightmost innermost \( M \)-redex of \( t \). Furthermore, by observation A \( g(q) \rightarrow r' \) is also the most specific rule in \( M \) that matches \( \sigma(g(q)) \). Hence, \( t \rightarrow_M t' \), so we can take \( t'' = t' \).

— Case 2: \( t \rightarrow_S t' \) is the result of an application of rule \( S_1 \).
Then \( t = \text{Con}[\sigma(f(\tilde{w}))] \), \( t' = \text{Con}[\sigma(f_d(\tilde{w}))] \), \( \sigma(f(\tilde{w})) \) is the rightmost innermost \( S \)-redex of \( t \), and \( S_1 \) is the most specific rule in \( S \) that matches this redex. Completeness of \( \phi \) implies that \( \sigma(f(\tilde{w})) \) is also the rightmost innermost \( M \)-redex of \( t \). Furthermore, \( \sigma(f_d(\tilde{w})) \) is clearly the rightmost innermost \( S \)-redex of \( t' \). Observation B yields that some rule \( f(w, s) \rightarrow r' \in M \) with \( |w| \geq |\tilde{a}| \) is the most specific rule in \( M \) that matches \( \sigma(f(\tilde{w})) \). Hence,

\[
t \rightarrow_M \text{Con}[\sigma'(r')]
\]

with \( \sigma'(w, s) = \sigma(\tilde{w}) \). Then by observation C \( f_d(w, s) \rightarrow r' \in S_2 \) is the most specific rule in \( S \) that matches \( \sigma(f_d(\tilde{w})) \). Hence,

\[
t' \rightarrow_S \text{Con}[\sigma'(r')].
\]

So we can take \( t'' = \text{Con}[\sigma'(r')] \).

□

Termination Preservation: If \( t_0 \in \mathbb{T}(\Sigma) \) allows an infinite \( S \)-reduction \( t_0 \rightarrow_S t_1 \rightarrow_S t_2 \rightarrow_S \cdots \), then there is a \( k \geq 1 \) such that \( t_k \in \mathbb{T}(\Sigma) \) and \( t_0 \rightarrow_M t_k \).

PROOF. Since \( t_0 \rightarrow_S t_1 \), the soundness property that we derived for \( \phi \) induces that there is a \( k \geq 1 \) with \( t_0 \rightarrow_M t_k \). \( \square \)

Hence, the simulation \( \psi : \mathcal{T}(\Sigma) \rightarrow \mathcal{T}(\Sigma) \) is sound, complete, and termination preserving. So the transformation of \( (\mathcal{T}(\Sigma), \rightarrow_M) \) into \( (\mathcal{T}(\Sigma'), \rightarrow_S) \) is correct. Finally, we show that the procedure "Stratify" is terminating.

**Termination:** "Stratify" terminates for each allowed input.

**Proof.** We consider the separate transformation rules in each subsequent call of the procedure "Stratify".

- Let \( N \) be the number of minimal rules \( \ell \rightarrow r \) in \( M \) of type M1 such that:
  1. either \( \ell \rightarrow r \) has a nonstratified left-hand side;
  2. or there is a minimal rule \( \ell' \rightarrow r' \) in \( M \) with a nonstratified left-hand side and \( \ell \rightarrow r \not< \ell' \rightarrow r' \).

If \( f(\bar{p}) \rightarrow t \) is replaced by \( S_1 \cup S_2 \), then the number \( N \) strictly decreases. Moreover, this number is not increased by \( S_4 \) and \( S_5 \). Hence, \( S_1 \cup S_2 \) can only be applied a finite number of times.

- \( S_4 \) strictly decreases the number of minimal rules with a nonstratified left-hand side. Moreover, this number is not increased by \( S_5 \). Hence, \( S_4 \) can only be applied a finite number of times.

- \( S_5 \) strictly decreases the number of minimal rules with a nonstratified right-hand side. Hence, it can only be applied a finite number of times.

\( \square \)

## A.6 Abstract Rewriting Machine

In this section we prove that the transformation of MTRs into ARM programs, and of terms into five-tuples, as described in Section 4, is correct. Recall that \( (M, L) \) denotes the original stratified simply complete MTRS, that \( \Sigma = (V, F, \alpha r) \) denotes the original signature, and that \( L \) denotes the locus function on \( F \). Furthermore, \( F_0 \) consists of those function symbols in \( F \) that have locus 0, and \( \Sigma_0 \) denotes the original signature restricted to \( F_0 \). Since \( L \) is a locus, it follows that all normal forms for \( M \) are in \( \mathcal{T}(\Sigma_0) \) (see Definition 3.2.1 (1)).

The program table \( \text{program}(M, L) \) denotes the result of transforming \( (M, L) \) into an ARM program, as described in Section 4.4. For convenience of notation, \( \text{program}(M, L) \) is abbreviated to \( P \). Furthermore, to each term \( t \) belongs a so-called control stack \( \text{control}(t) \), which is obtained by collecting the function symbols and variables of \( t \) onto a stack in a rightmost innermost fashion, whereby a special element \( \perp \) is placed at the bottom of the stack; see Definition 4.1.1. Each term \( t \in \mathcal{T}(\Sigma_0) \) is transformed into a five-tuple

\[
\langle P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle
\]

whereby \( i \) represents an auxiliary initial label. The state transition rules for ARM in Table I enable to reduce such a five-tuple to other five-tuples of the form \( \langle P, C, E, A, T \rangle \), with \( C \) a control stack of function symbols, \( E \) an executable stack of ARM instructions, and \( A \) and \( T \) an argument and traversal stack of terms, and
finally to a term again. We prove that this reduction produces the normal form of $t$ for $M$.

$\text{get}(f, P)$ denotes the executable stack in program table $P$ with address $f$. For the sake of the correctness proof, we label executable stacks $\text{get}(f, P)$ in five-tuples with their address $f$. This information is essential in the definition of the simulation mapping $\phi$ from five-tuples to terms in $T(\Sigma)$.

Let the original ARS consist of the collection $A$ of terms $t$ in $T(\Sigma)$ for which there exist a term $s \in T(\Sigma_0)$ with

$$s \xrightarrow{\phi} t.$$ 

Furthermore, let the simulating ARS consist of the collection $B$ of

—five-tuples $\langle P, C, E, A, T \rangle$ for which there exists a term $t \in T(\Sigma_0)$ with

$$\langle P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle \rightarrow^* \langle P, C, E, A, T \rangle;$$

—normal forms for $M$.

The reduction relation $\rightarrow^*$ on $B$ is defined by the state transition rules for ARM as formulated in Table 1. The simulation mapping $\phi : D(\phi) \rightarrow A$ is defined for the following elements in $B$:

—five-tuples $\langle P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle$ for terms $t \in T(\Sigma_0)$;

—five-tuples $\langle P, C, f : \text{get}(f, P), A, T \rangle$, with $\text{get}(f, P)$ the executable stack for $f$ in $P$;

—normal forms for $M$.

$\phi$ is defined inductively on $D(\phi)$ as follows, using an auxiliary function $\psi$.

$$\phi(\langle P, C, i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle) = \psi(C, \varepsilon_A, \varepsilon_T)$$

$$\phi(\langle P, C, f : \text{get}(f, P), A, T \rangle) = \psi(f \cdot C, A, T)$$

$$\phi(t) = t$$

$$\psi(f \cdot C, t_{L(f)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A, t_{L(f)} \cdot \ldots \cdot t_{1} \cdot T) = \psi(C, f(t_1, \ldots, t_{ar(f)}) \cdot A, T)$$

$$\psi(\bot, t, \varepsilon_T) = t.$$ 

We proceed to prove that $\phi$ is well-defined; that is, $\phi(b)$ reduces to a term in $A$ for each $b \in D(\phi)$. Furthermore, we show that $\phi$ is a complete and sound simulation that preserves termination. The forthcoming proofs repeatedly refer to the state transition rules for ARM in Table I, and to the inductive definition of $\phi$.

In order to limit the number of cases in the correctness proof, we focus on closed terms. Variables can be considered as constants that are in normal form. The state transition rule for popping a variable from the control stack, in Table I, agrees with the execution of $\text{build}(a) \cdot \text{recycle}$ with $a$ a constant.

The following two observations are used in the forthcoming proofs.

A. If $\langle P, C, E, A, T \rangle \in B$, then all terms on $A$ and $T$ are normal forms for $M$.

PROOF. We apply induction with respect to a shortest derivation

$$\langle P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle \rightarrow^* \langle P, C, E, A, T \rangle$$

for a term $t \in \mathcal{T}(\Sigma_0)$. In the base case, where the length of this derivation is 0, both $A$ and $T$ are empty, so that observation $A$ holds trivially. In the inductive case, we can assume by the induction hypothesis that

$$\langle P, C', E', A', T' \rangle \rightarrow_S \langle P, C, E, A, T \rangle$$

where all terms on $A'$ and $T'$ are normal forms for $\mathcal{M}$. The semantics of ARM, in Table I, incorporates two state transition rules, for **match** and **build**, that introduce new terms on $A$ and $T$. We show that in both cases these new terms are normal forms for $\mathcal{M}$.

—Application of a **match**$(g, h)$ instruction can replace the element $g(t_1, \ldots, t_{ar(g)})$ on top of $A'$ by $t_1, \ldots, t_{ar(g)}$. Since $g(t_1, \ldots, t_{ar(g)})$ is a normal form for $\mathcal{M}$, the same holds for $t_1, \ldots, t_{ar(g)}$.

—Application of a **build**$(f, ar(f))$ instruction replaces the elements $t_1, \ldots, t_{ar(f)}$ on top of $A'$ by $f(t_1, \ldots, t_{ar(f)})$. The existence of a **build**$(f, ar(f))$ instruction in $P$ implies that there is no rewrite rule for $f$ in $\mathcal{M}$. So since $t_1, \ldots, t_{ar(f)}$ are normal forms for $\mathcal{M}$, it follows that $f(t_1, \ldots, t_{ar(f)})$ is a normal form for $\mathcal{M}$.

□

B. If $t \in \mathcal{T}(\Sigma_0)$, then $\phi((P, control(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T)) = t$.

**PROOF.** First we show, by induction on the size of $t \in \mathcal{T}(\Sigma_0)$, that

$$\psi(\text{ri-stack}(t) \cdot C, A, T) = \psi(C, t \cdot A, T). \quad (6)$$

Let $t$ be of the form $f(t_1, \ldots, t_{ar(f)})$. (Recall that only closed terms are considered, so the case that $t$ is a variable is omitted.) Since $t$ is a term over $\Sigma_0$, we have $L(f) = 0$. By Definition 4.1.1 $\text{ri-stack}(t) = \text{ri-stack}(t_{ar(f)}) \cdots \cdot \text{ri-stack}(t_1) \cdot f$.

Induction yields

$$\psi(\text{ri-stack}(t_{ar(f)}) \cdots \cdot \text{ri-stack}(t_1) \cdot f \cdot C, A, T)$$

$$= \psi(\text{ri-stack}(t_{ar(f)}), \ldots, \text{ri-stack}(t_1), f \cdot C, A, T)$$

$$= \psi(f \cdot C, t_1 \cdots \cdot t_{ar(f)} \cdot A, T)$$

$$= \psi(C, f(t_1 \cdots \cdot t_{ar(f)}), A, T).$$

In the last step we use that $L(f) = 0$. This finishes the proof of equation (6).

Next, we prove that observation $B$ holds for terms $t \in \mathcal{T}(\Sigma_0)$. By Definition 4.1.1 we have $control(t) = \text{ri-stack}(t) \cdot \bot$. The definition of $\phi$, together with equation (6), yields

$$\phi((P, \text{ri-stack}(t) \cdot \bot, i : \text{recycle}, \varepsilon_A, \varepsilon_T)) = \psi(\text{ri-stack}(t) \cdot \bot, \varepsilon_A, \varepsilon_T)$$

$$= \psi(\bot, t, \varepsilon_T)$$

$$= t.$$  □

The following observation implies that $\phi$ is well-defined, surjective, sound, complete, and termination preserving.

C. If $b \in D(\phi)$ is a five-tuple with $\phi(b)$ well-defined, then $b \rightarrow^\omega \bar{b}$ with $\bar{b} \in D(\phi)$ and $\phi(\bar{b})$ well-defined, and either $\phi(b) = \phi(\bar{b})$ or $\phi(b) \rightarrow^M \phi(\bar{b})$.  

PROOF. Since the five-tuple \( b \) is in \( D(\phi) \), we can distinguish two cases.

- Case 1: \( b = (P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T) \) for some \( t \in \wp(\Sigma_0) \).
  \( \text{control}(t) = a \cdot C \) for some constant \( a \). The definition of \( \phi \) yields \( \phi(b) = \psi(a \cdot C, \varepsilon_A, \varepsilon_T) \). Let
  \[
  b' = \langle P, C, a : \text{get}(a, P), \varepsilon_A, \varepsilon_T \rangle.
  \]
  By the first state transition rule for \text{recycle}, \( b \rightarrow_S b' \). Furthermore, by the definition of \( \phi \),
  \[
  \phi(b') = \psi(a \cdot C, \varepsilon_A, \varepsilon_T) = \phi(b).
  \]

- Case 2: \( b = (P, C, f : \text{get}(f, P), A, T) \) for some \( f \in \mathcal{F} \).
  Since \( \phi(b) \) is well-defined, \( A = t_{L(f)} + 1 \cdot \ldots \cdot t_{ar(f)} \cdot A' \) and \( T = t_{L(f)} \cdot \ldots \cdot t_1 \cdot T' \), and by definition of \( \phi \),
  \[
  \phi(b) = \psi(f \cdot C, A, T) = \text{Con}[f(t_1, \ldots, t_{ar(f)})]
  \]
  where \( \text{Con}[] = \psi(C, [], A', T') \). Since the function symbols on \( C \) were collected in a rightmost innermost fashion, and since observation \( A \) implies that the terms on \( A \) and \( T \) are normal forms for \( M \), there is no \( M \)-redex in \( \phi(b) \) rightmost innermost of \( f(t_1, \ldots, t_{ar(f)}) \). We distinguish two cases, depending on whether there exists a rule for \( f \) in \( M \).

  * Case 2.1: There does not exist a rule for \( f \) in \( M \). Then
    \[
    \text{get}(f, P) = \text{build}(f, ar(f)) \cdot \text{recycle}.
    \]
    Since \( L \) is a locus, Definition 3.2.1 (1) ensures that \( L(f) = 0 \), so \( A = t_1 \cdot \ldots \cdot t_{ar(f)} \cdot A' \) and \( T = T' \). By the state transition rule for \text{build},
    \[
    b \rightarrow_S \langle P, C, \text{recycle}, f(t_1, \ldots, t_{ar(f)}) \cdot A', T' \rangle.
    \]
    We distinguish two cases, depending on whether \( C = \bot \).
      0 Case 2.1.1: \( C = \bot \).
        Then well-definedness of \( \phi(b) \) implies \( A' = \varepsilon_A \) and \( T' = \varepsilon_T \), so that \( \text{Con}[] = \psi(\bot, [], \varepsilon_T) = [] \), and so \( \phi(b) = f(t_1, \ldots, t_{ar(f)}) \). We take \( b' = f(t_1, \ldots, t_{ar(f)}) \). The third state transition rule for \text{recycle} yields
        \[
        \langle P, \bot, \text{recycle}, f(t_1, \ldots, t_{ar(f)}), \varepsilon_T \rangle \rightarrow_S b'.
        \]
        \( b' \in D(\phi) \), because it is a normal form for \( M \). Moreover, \( \phi(b') = b' = \phi(b) \).
      0 Case 2.1.2: \( C = g \cdot C' \).
        Then the first state transition rule for \text{recycle} yields
        \[
        \langle P, g \cdot C', \text{recycle}, f(t_1, \ldots, t_{ar(f)}) \cdot A', T' \rangle \rightarrow_S b'
        \]
        with
        \[
        b' = \langle P, C', g : \text{get}(g, P), f(t_1, \ldots, t_{ar(f)}) \cdot A', T' \rangle.
        \]
        \( b \rightarrow_S^+ b' \) implies \( b' \in B \), and so \( b' \in D(\phi) \). The definition of \( \phi \) yields
        \[
        \phi(b') = \psi(g \cdot C', f(t_1, \ldots, t_{ar(f)}) \cdot A', T') = \phi(b).
        \]
Case 2.2: There exists a rule for \( f \) in \( M \). Then
\[
\text{get}(f, P) = \text{match}(g_1, h_1) \cdots \text{match}(g_n, h_n) \cdot E
\]
where \( E \) does not contain \text{match} instructions.

\( g_1, \ldots, g_n \) are distinct function symbols, and there are rules in \( M \) of the form
\[
f(x_1, g_i(y), z) \rightarrow h_i(x_1, y, z)
\]
for \( i = 1, \ldots, n \). So \( ar(h_i) = ar(f) + ar(g_i) - 1 \), and since \( M \) is stratified we have \( L(h_i) = L(f) = |x| \) and \( L(g_i) = 0 \). We distinguish two cases, depending on whether the top element of \( A \) has outermost function symbol \( g_i \) for some \( i \in \{1, \ldots, n\} \).

Case 2.2.1: \( t_{L(f)} + 1 = g_i(s_1, \ldots, s_{ar(g_i)}) \) for some \( i \in \{1, \ldots, n\} \).

Then by the first state transition rule for \text{match}, \( b \rightarrow_S b_0 \) where
\[
b_0 = \langle P, C, \text{match}(g_i, h_i) \cdots \text{match}(g_n, h_n), E, A, T \rangle
\]
and by the second state transition rule for \text{match}, \( b_0 \rightarrow_S b' \) where
\[
b' = \langle P, C, h_i : \text{get}(h_i, P), s_1 \cdots s_{ar(g_i)} \cdot t_{L(f)+2} \cdots t_{ar(f)} \cdot A', L(f) \cdots t_1 \cdot T' \rangle
\]
\( b \rightarrow_S b' \) implies \( b' \in E \), and so \( b' \in D(\phi) \). Since \( ar(h_i) = ar(f) + ar(g_i) - 1 \) and \( L(h_i) = L(f), \) the definition of \( \phi \) together with \( \text{Con}[] = \psi(C, [], A', T') \) yield
\[
\phi(b') = \psi(h_i \cdot C, s_1 \cdots \cdot s_{ar(g_i)} \cdot t_{L(f)+2} \cdots t_{ar(f)} \cdot A', L(f) \cdots t_1 \cdot T')
\]
Recall that \( \phi(b) = \text{Con}[f(t_1, \ldots, t_{ar(f)})] \), where \( \phi(b) \) does not have an \( M \)-redex right most innermost of \( f(t_1, \ldots, t_{ar(f)}) \). So, since \( t_{L(f)} + 1 = g_i(s_1, \ldots, s_{ar(g_i)}) \) and \( |x| = L(f) \), an application of the rule
\[
f(x_1, g_i(y), z) \rightarrow h_i(x_1, y, z)
\]
in \( M \) yields
\[
\phi(b) \rightarrow_M \text{Con}[h_i(t_1, \ldots, t_{L(f)+2} \cdots t_{ar(f)})] = \phi(b').
\]

Case 2.2.2: Either \( A \) is empty, or its top element is not of the form \( g_i(s_1, \ldots, s_{ar(g_i)}) \) for \( i = 1, \ldots, n \).

Then by the second state transition rules for \text{match},
\[
b \rightarrow_S^* \langle P, C, E, A, T \rangle.
\]
We distinguish the nine possible forms of \( E \), which are based on the possible forms of the string of executions that belongs to a most general rule of the type M2-5 (see Section 4.4), whereby we use that \( M \) is stratified (see Definition 3.2.2). In each of these cases we show that \( \langle P, C, E, A, T \rangle \rightarrow_S^* b' \) with \( \phi(b) \rightarrow_M \phi(b') \).

Case 2.2.2.1: \( E = \text{push}(h) \cdot \text{goto}(g) \).

Then the most general rule for \( f \) in \( M \) is of the form
\[
f(x, g(y), z) \rightarrow h(x, g(y), z)
\]
with \( ar(h) = ar(f) - ar(g) + 1, L(h) = L(f) = |x|, \) and \( L(g) = 0 \). Let
\[
b' = \langle P, h \cdot C, g : \text{get}(g, P), A, T \rangle.
\]
The state transition rules for push and goto yield

\[ \langle P, C, \text{push}(h) \cdot \text{goto}(g), A, T \rangle \rightarrow_S \langle P, h \cdot C, \text{goto}(g), A, T \rangle \rightarrow_S b'. \]

\( b \rightarrow_S b' \) implies \( b' \in \mathbb{B} \), and so \( b' \in D(\phi) \). Since \( A = t_{L(f)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A' \),

\( T = t_{L(f)} \cdot \ldots \cdot t_1 \cdot T' \), \( L(g) = 0, L(h) = L(f) \), \( ar(h) = ar(f) - ar(g) + 1 \), and

\( Con[\] = \psi(C, [\cdot A', T') \), the definition of \( \phi \) yields

\[ \phi(b') = \psi(g \cdot h \cdot C, A, T) = \psi(h \cdot C, g(t_{L(f)+1}, \ldots, t_{L(f)+ar(g)}), t_{L(f)+ar(g)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T) = \psi(h(t_1, \ldots, t_{L(f)}), g(t_{L(f)+1}, \ldots, t_{L(f)+ar(g)}), t_{L(f)+ar(g)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T') = Con[h(t_1, \ldots, t_{L(f)}), g(t_{L(f)+1}, \ldots, t_{L(f)+ar(g)}), t_{L(f)+ar(g)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T'] \].

Finally, since \( [x] = L(f) \), an application of the rule

\[ f(x, y, z) \rightarrow h(x, g(y), z) \]

in \( M \) with respect to \( \phi(b) = Con[f(t_1, \ldots, t_{ar(f)})] \) yields \( \phi(b) \rightarrow_M \phi(b') \).

- **Case 2.2.2.2:** \( E = \text{copy}(k) \cdot \text{goto}(h) \).

  Then the most general rule for \( f \) in \( M \) is of the form

\[ f(x, y) \rightarrow h(x, g(y), z) \]

with \( ar(h) = ar(f) + 1 \) and \( L(h) = L(f) = [x] \). Let

\[ b' = \langle P, C, h : get(h, P), t_{L(f)+k+1} \cdot A, T \rangle. \]

Since the \( k \)th argument on \( T = t_{L(f)} \cdot \ldots \cdot t_1 \cdot T' \) is \( t_{L(f)+k+1} \), the state transition rules for copy and goto yield

\[ \langle P, C, \text{copy}(k) \cdot \text{goto}(h), A, T \rangle \rightarrow_S \langle P, C, \text{goto}(h), t_{L(f)+k+1} \cdot A, T \rangle \rightarrow_S b'. \]

\( b \rightarrow_S b' \) implies \( b' \in \mathbb{B} \), and so \( b' \in D(\phi) \). Since \( L(h) = L(f) \) and \( ar(h) = ar(f) + 1 \), the definition of \( \phi \) yields

\[ \phi(b') = \psi(h \cdot C, t_{L(f)+k+1} \cdot A, T) = \psi(C, h(t_1, \ldots, t_{L(f)}), t_{L(f)+k+1}, t_{L(f)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T') = Con[h(t_1, \ldots, t_{L(f)}), t_{L(f)+k+1}, t_{L(f)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T']. \]

Finally, since \( [x] = L(f) \), an application of the rule

\[ f(x, y) \rightarrow h(x, g(y), z) \]

in \( M \) with respect to \( \phi(b) = Con[f(t_1, \ldots, t_{ar(f)})] \) yields \( \phi(b) \rightarrow_M \phi(b') \).

- **Case 2.2.2.3:** \( E = \text{copy}(k) \cdot \text{goto}(h) \).

  Then the most general rule for \( f \) in \( M \) is of the form

\[ f(x, y) \rightarrow h(x, y_1, y) \]

with \( ar(h) = ar(f) + 1 \) and \( L(h) = L(f) = [x] \). Let

\[ b' = \langle P, C, h : get(h, P), t_{L(f)+k} \cdot A, T \rangle. \]

Since \( t_{L(f)+k} \) is the \( k \)th argument on \( A = t_{L(f)+1} \cdot \ldots \cdot t_{ar(f)} \cdot A' \), the state transition rules for copy and goto yield

\[ \langle P, C, \text{copy}(k) \cdot \text{goto}(h), A, T \rangle \rightarrow_S \langle P, C, \text{goto}(h), t_{L(f)+k} \cdot A, T \rangle \rightarrow_S b'. \]
\[ b \rightarrow_S^+ b' \text{ implies } b' \in \mathbb{B}, \text{ and so } b' \in D(\phi). \text{ Since } L(h) = L(f) \text{ and } ar(h) = ar(f) + 1, \text{ the definition of } \phi \text{ yields}
\]
\[
\phi(b') = \psi(h \cdot C, t_{L(f) + k} \cdot A, T)
\]
\[
= \psi(C, h(t_1, \ldots, t_{L(f) + k}, t_{L(f) + k + 1}, \ldots, t_{ar(f)}), A', T')
\]
\[
= \operatorname{Con}[h(t_1, \ldots, t_{L(f) + k}, t_{L(f) + k + 1}, \ldots, t_{ar(f)}), A', T']
\]

Finally, since \(|\tilde{x}| = L(f)|\), an application of the rule
\[
f(\tilde{x}, \tilde{y}) \rightarrow h(\bar{x}, y_k, \tilde{y})
\]
in \(M\) with respect to \(\phi(b) = \operatorname{Con}[f(t_1, \ldots, t_{ar(f)})]\) yields \(\phi(b) \rightarrow_M \phi(b')\).

- **Case 2.2.2.4: \(E = \texttt{adrop}(k) \cdot \texttt{goto}(h)\).**

  Then the most general rule for \(f\) in \(M\) is of the form
  \[
f(\tilde{x}, \tilde{y}, \tilde{z}) \rightarrow h(\bar{x}, \tilde{z})
\]
  with \(ar(h) = ar(f) - k\) and \(L(h) = L(f) = |\tilde{x}|\) and \(|\tilde{y}| = k\). Let
  \[b' = \langle P, C, h : \text{get}(h, P), t_{L(f) + k + 1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T\rangle.\]

  The state transition rules for \texttt{adrop} and \texttt{goto} yield
  \[
  \langle P, C, \texttt{adrop}(k) \cdot \texttt{goto}(h), A, T \rangle \rightarrow_S^+ b'.
  \]

\[ b \rightarrow_S^+ b' \text{ implies } b' \in \mathbb{B}, \text{ and so } b' \in D(\phi). \text{ Since } L(h) = L(f) \text{ and } ar(h) = ar(f) - k, \text{ the definition of } \phi \text{ yields}
\]
\[
\phi(b') = \psi(h \cdot C, t_{L(f) + k + 1} \cdot \ldots \cdot t_{ar(f)} \cdot A', T)
\]
\[
= \psi(C, h(t_1, \ldots, t_{L(f) + k + 1}, \ldots, t_{ar(f)}), A', T')
\]
\[
= \operatorname{Con}[h(t_1, \ldots, t_{L(f) + k + 1}, \ldots, t_{ar(f)}), A', T']
\]

Finally, since \(|\tilde{x}| = L(f)|\) and \(|\tilde{y}| = k\), an application of the rule
\[
f(\tilde{x}, \tilde{y}, \tilde{z}) \rightarrow h(\bar{x}, \tilde{z})
\]
in \(M\) with respect to \(\phi(b) = \operatorname{Con}[f(t_1, \ldots, t_{ar(f)})]\) yields \(\phi(b) \rightarrow_M \phi(b')\).

- **Case 2.2.2.5: \(E = \texttt{skip}(k) \cdot \texttt{goto}(h)\).**

  Then the most general rule for \(f\) in \(M\) is of the form
  \[
f(\bar{x}) \rightarrow h(\bar{x})
\]
  with \(ar(h) = ar(f)\) and \(L(h) = L(f) + k\). Let
  \[b' = \langle P, C, h : \text{get}(h, P), t_{L(f) + k} \cdot \ldots \cdot t_{ar(f)} \cdot A', t_{L(f) + k} \cdot \ldots \cdot t_1 \cdot T'\rangle.\]

  The state transition rules for \texttt{skip} and \texttt{goto} yield
  \[
  \langle P, C, \texttt{skip}(k) \cdot \texttt{goto}(h), A, T \rangle \rightarrow_S^+ b'.
  \]
Finally, an application of the rule
\[ f(\vec{x}) \rightarrow h(\vec{x}) \]
in \( \mathcal{M} \) with respect to \( \phi(b) = \text{Con}[f(t_1,\ldots,t_{ar(f)})] \) yields \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \).

• Case 2.2.2.6: \( E = \text{goto}(h) \).
  Then the most general rule for \( f \) in \( \mathcal{M} \) is of the form
  \[ f(\vec{x}) \rightarrow h(\vec{x}) \]
  with \( ar(h) = ar(f) \) and \( L(h) = L(f) \). Let
  \[ b' = \langle P, C, h : \text{get}(h, P), A, T \rangle. \]
  The state transition rule for \( \text{goto} \) yields
  \[ \langle P, C, \text{goto}(h), A, T \rangle \rightarrow_S b'. \]
  \( b \rightarrow^+_S b' \) implies \( b' \in \mathbb{B} \), and so \( b' \in D(\phi) \). Since \( L(h) = L(f) \) and \( ar(h) = ar(f) \), the definition of \( \phi \) yields
  \[ \phi(b') = \psi(h \cdot C, A, T) = \psi(C, h(t_1,\ldots,t_{ar(f)}) \cdot A', T') = \text{Con}[h(t_1,\ldots,t_{ar(f)})]. \]
  Finally, an application of the rule
  \[ f(\vec{x}) \rightarrow h(\vec{x}) \]
in \( \mathcal{M} \) with respect to \( \phi(b) = \text{Con}[f(t_1,\ldots,t_{ar(f)})] \) yields \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \).

• Case 2.2.2.7: \( E = \text{retract}(k) \cdot \text{goto}(h) \).
  Then the most general rule for \( f \) in \( \mathcal{M} \) is of the form
  \[ f(\vec{x}) \rightarrow h(\vec{x}) \]
  with \( ar(h) = ar(f) \) and \( L(h) = L(f) - k \). Let
  \[ b' = \langle P, C, h : \text{get}(h, P), t_{L(f)} - k + 1 \cdot \ldots \cdot t_{ar(f)} \cdot A', t_{L(f)} - k \cdot \ldots \cdot t_1 \cdot T' \rangle. \]
  The state transition rules for \( \text{retract} \) and \( \text{goto} \) yield
  \[ \langle P, C, \text{retract}(k) \cdot \text{goto}(h), A, T \rangle \rightarrow^+_S b'. \]
  \( b \rightarrow^+_S b' \) implies \( b' \in \mathbb{B} \), and so \( b' \in D(\phi) \). Since \( L(h) = L(f) - k \) and \( ar(h) = ar(f) \), the definition of \( \phi \) yields
  \[ \phi(b') = \psi(h \cdot C, t_{L(f)} - k + 1 \cdot \ldots \cdot t_{ar(f)} \cdot A', t_{L(f)} - k \cdot \ldots \cdot t_1 \cdot T') = \psi(C, h(t_1,\ldots,t_{ar(f)}) \cdot A', T') = \text{Con}[h(t_1,\ldots,t_{ar(f)})]. \]
  Finally, an application of the rule
  \[ f(\vec{x}) \rightarrow h(\vec{x}) \]
in \( \mathcal{M} \) with respect to \( \phi(b) = \text{Con}[f(t_1,\ldots,t_{ar(f)})] \) yields \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \).
Case 2.2.2.8: $E = \text{tdrop}(k) \cdot \text{recycle}$.

Then the most general rule for $f$ in $\mathcal{M}$ is of the form

$$f(x, y) \to y$$

with $ar(f) = k + 1$ and $L(f) = |x| = k$. We distinguish two cases, depending on whether $C = \bot$.

Case 2.2.2.8.1: $C = \bot$.

As in Case 2.1.1, well-definedness of $\phi(b)$ implies $A' = \varepsilon_A$ and $T' = \varepsilon_T$, so that $\text{Con}[] = \psi(\bot, []; \varepsilon_T) = []$, and so $\phi(b) = f(t_1, \ldots, t_{k+1})$.

We take $b' = t_{k+1}$. According to observation $A$, $t_{k+1}$ is a normal form for $\mathcal{M}$, so $t_{k+1} \in D(\phi)$. The state transition rule for $\text{tdrop}$ and the third state transition rule for $\text{recycle}$ yields

$$<P, \bot, \text{tdrop}(k) \cdot \text{recycle}, t_{k+1}, t_k \cdot \ldots \cdot t_1> \to_S <P, \bot, \text{recycle}, t_{k+1}, \varepsilon_T> \to_S b'$$

and so $b \to_S b'$. Since $\phi(b') = t_{k+1}$ and $|x| = k$, an application of the rule

$$f(x, y) \to y$$

in $\mathcal{M}$ with respect to $\phi(b) = f(t_1, \ldots, t_{k+1})$ yields $\phi(b) \to_\mathcal{M} \phi(b')$.

Case 2.2.2.8.2: $C = h' \cdot C'$.

Let $b' = <P, C', \text{get}(h', P), t_{k+1} \cdot A', T'>$. The state transition rule for $\text{tdrop}$ and the first state transition rule for $\text{recycle}$ yield

$$<P, h' \cdot C', \text{tdrop}(k) \cdot \text{recycle}, t_{k+1} \cdot A', t_k \cdot \ldots \cdot t_1 \cdot T''> \to_S <P, h' \cdot C', \text{recycle}, t_{k+1} \cdot A', T'> \to_S b'. $$

$b \to_S b'$ implies $b' \in B$, and so $b' \in D(\phi)$. Furthermore, by the definition of $\phi$,

$$\phi(b') = \psi(h' \cdot C', t_{k+1} \cdot A', T') = \text{Con}[t_{k+1}].$$

Since $|x| = k$, an application of the rule

$$f(x, y) \to y$$

in $\mathcal{M}$ with respect to $\phi(b) = \text{Con}[f(t_1, \ldots, t_{k+1})]$ yields $\phi(b) \to_\mathcal{M} \phi(b')$.

Case 2.2.2.9: $E = \text{recycle}$.

Then the most general rule for $f$ in $\mathcal{M}$ is of the form

$$f(y) \to y$$

with $ar(f) = 1$ and $L(f) = 0$. We distinguish two cases, depending on whether $C = \bot$.

Case 2.2.2.9.1: $C = \bot$.

Well-definedness of $\phi(b)$ implies $A' = \varepsilon_A$, $T' = \varepsilon_T$, and $\text{Con}[] = \psi(\bot, []; \varepsilon_T) = []$, so $\phi(b) = f(t_1)$.

We take $b' = t_1$. According to observation $A$, $t_1$ is a normal form for $\mathcal{M}$, so $b' \in D(\phi)$. The third state transition rule for $\text{recycle}$ yields

$$<P, \bot, \text{recycle}, t_1, \varepsilon_T> \to_S b'$$
and so \( b \rightarrow_S^+ b' \). Since \( \phi(b') = t_1 \), an application of the rule
\[
f(y) \rightarrow y
\]
in \( \mathcal{M} \) with respect to \( \phi(b) = f(t_1) \) yields \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \).

\* Case 2.2.2.9.2: \( C = h' \cdot C' \).

Let
\[
b' = \langle P', C', \text{get}(h', P), t_1 \cdot A', T' \rangle.
\]
The first state transition rule for \texttt{recycle} yields
\[
\langle P, h' \cdot C', \text{recycle}, t_1 \cdot A', T' \rangle \rightarrow_S b'.
\]
\( b \rightarrow_S^+ b' \) implies \( b' \in \mathbb{B} \), and so \( b' \in D(\phi) \). According to the definition of \( \phi \),
\[
\phi(b') = \psi(h' \cdot C', t_1 \cdot A', T') = \text{Con}[t_1].
\]

Finally, an application of the rule
\[
f(y) \rightarrow y
\]
in \( \mathcal{M} \) with respect to \( \phi(b) = \text{Con}[f(t_1)] \) yields \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \).

This finishes the proof of observation C, which we recall below.

C. If \( b \in D(\phi) \) is a five-tuple with \( \phi(b) \) well-defined, then \( b \rightarrow_S^+ b' \) with \( b' \in D(\phi) \) and \( \phi(b') \) well-defined, and either \( \phi(b) = \phi(b') \) or \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \).

It is easy to see, in the proof of observation C, that the \( b' \) was selected such that if a derivation \( b \rightarrow_S^+ b' \) is shorter than \( b \rightarrow_S^+ b'' \), then \( b'' \notin D(\phi) \).

We show how observation C implies that \( \phi \) is well-defined, complete, sound, termination preserving, and surjective.

**Well-Definedness:** If \( b' \in D(\phi) \), then \( \phi(b') \in \mathbb{A} \).

**Proof.** We show that \( \phi(b') \in \mathbb{A} \) by induction with respect a shortest derivation \( \langle P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle \rightarrow_S^* b' \) for some \( t \in \mathbb{T}(\Sigma_0) \).

- In the base case, where the length of this derivation is 0, observation B implies that \( \phi(b') = \langle P, \text{control}(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle = t \in \mathbb{T}(\Sigma_0) \subseteq \mathbb{A} \).

- In the inductive case, there exists a five-tuple \( b \in D(\phi) \) with \( \phi(b) \in \mathbb{A} \) and \( b \rightarrow_S^+ b' \). Moreover, we can select \( b \) such that for all derivations \( b \rightarrow_S^+ b' \) that are shorter than \( b \rightarrow_S^+ b' \) we have \( b'' \notin D(\phi) \). Then observation C implies either \( \phi(b) = \phi(b') \) or \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b') \), so \( \phi(b') \in \mathbb{A} \).

\* Completeness:** If \( b \in \mathbb{B} \) is a normal form for \( \mathcal{S} \), then \( b \in D(\phi) \) and \( \phi(b) \) is a normal form for \( \mathcal{M} \).

**Proof.** Observation C implies that \( b \) is not a five-tuple, so \( b \) is a normal form for \( \mathcal{M} \). Then \( b \in D(\phi) \) and \( \phi(b) = b \) is a normal form for \( \mathcal{M} \).

**Soundness:** If \( b \in D(\phi) \) with \( b \rightarrow_S b' \), then \( b' \rightarrow_S b'' \) with \( b'' \in D(\phi) \) and either \( \phi(b) = \phi(b') \) or \( \phi(b) \rightarrow_{\mathcal{M}} \phi(b'') \).
Proof. \( b \) is a five-tuple, so soundness follows immediately from observation C. □

Termination Preservation: If \( b_0 \in D(\phi) \) allows an infinite \( S \)-reduction \( b_0 \rightarrow_S b_1 \rightarrow_S b_2 \rightarrow_S \cdots \), then there is a \( k \geq 1 \) such that \( b_k \in D(\phi) \) and \( \phi(b_0) \rightarrow_M \phi(b_k) \).

Proof. Clearly \( b_0 \) is a five-tuple. If \( b_0 \) is an initial five-tuple, then according to Case 1 of observation C, \( b_1 \in D(\phi) \) is a non-initial five-tuple with \( \phi(b_0) = \phi(b_1) \).

Consider the non-initial five-tuple \( b_0 \) or \( b_1 \). The control stack of \( b_0 \) or \( b_1 \) is finite, and each application of an executable stack \( \text{build}(f) \cdot \text{recycle} \) decreases the size of the control stack by one, so there can only be a finite number of applications of such executable stacks \( \text{build}(f) \cdot \text{recycle} \) in a row, with respect to \( b_0 \) or \( b_1 \). Hence, there exists a smallest \( \ell \geq 1 \) such that \( b_i \in D(\phi) \) is a non-initial five-tuple, and the executable stack of \( b_i \) is not of the form \( \text{build}(f) \cdot \text{recycle} \).

— \( b_{i-1} \rightarrow_S b_i \rightarrow_S b_{i+1} \) for \( i = 1, 3, \ldots, \ell - 1 \) (or \( i = 2, 4, \ldots, \ell - 1 \), if \( b_0 \) is initial) is the result of applications of the state transition rule for \( \text{build} \) and the first state transition rule for \( \text{recycle} \). Hence, we saw in Case 2.1 of the proof of observation C that \( \phi(b_{i-1}) = \phi(b_{i+1}) \).

— \( b_\ell \in D(\phi) \) is non-initial, and the executable stack of \( b_\ell \) is not of the form \( \text{build}(f) \cdot \text{recycle} \). Hence, we saw in the Cases 2.2-2.9 in the proof of observation C that there is a \( k > \ell \) with \( b_k \in D(\phi) \) and \( \phi(b_\ell) \rightarrow_M \phi(b_k) \).

So \( \phi(b_0) = \cdots = \phi(b_\ell) \rightarrow_M \phi(b_k) \). □

Subjectivity: If \( t \in \mathcal{A} \), then there is a \( b \in D(\phi) \) with \( \phi(b) = t \).

Proof. By induction on the length of a shortest derivation \( s \rightarrow^* M t \) with \( s \in \Pi(\Sigma_0) \).

— In the base case, where the length of this derivation is 0, we have \( t = s \in \Pi(\Sigma_0) \). Observation B yields \( \phi(\langle P, \text{con}trol(t), i : \text{recycle}, \varepsilon_A, \varepsilon_T \rangle) = t \).

— In the inductive case, there exists a \( t_0 \in \mathcal{A} \) such that \( t_0 \rightarrow_M t \), and there is a \( b_0 \in D(\phi) \) with \( \phi(b_0) = t_0 \). Assume, toward a contradiction, that \( t \notin \phi(D(\phi)) \). Since \( t_0 \) is not a normal form for \( M \), completeness of \( \phi \) yields that \( b_0 \) is not a normal form for \( S \). Then soundness yields \( b_0 \rightarrow^S b_1 \in D(\phi) \) with either \( \phi(b_1) = t_0 \) or \( \phi(b_1) = t \). The assumption \( t \notin \phi(D(\phi)) \) enforces that \( \phi(b_1) = t_0 \). Again, since \( t_0 \) is not a normal form for \( M \), completeness yields that \( b_1 \) is not a normal form for \( S \). Then soundness yields \( b_1 \rightarrow^S b_2 \in D(\phi) \) with \( \phi(b_2) = t_0 \) or \( \phi(b_2) = t \). The assumption \( t \notin \phi(D(\phi)) \) enforces that \( \phi(b_2) = t_0 \), etcetera. Thus, we construct an infinite reduction \( b_0 \rightarrow^S b_1 \rightarrow^S b_2 \rightarrow^S \cdots \). Termination preservation implies that there is a \( b \in D(\phi) \) in this reduction with \( \phi(b_0) \rightarrow_M \phi(b) \), and so \( \phi(b) = t \). This contradicts the assumption \( t \notin \phi(D(\phi)) \). Hence, we conclude that \( t \in \phi(D(\phi)) \).

□

A.7 Conclusion

We have shown that the separate transformation steps that make up the compilation of a left-linear TRS into an ARM program are all correct. Hence, we conclude that the compilation technique is correct, in the following sense. Let \( R \) denote the
original left-linear TRS, and let $P$ denote the resulting ARM program. Furthermore, let $t$ be a term over the original signature; the function symbols in $t$ all have locus 0. $R$ reduces $t$ to a normal form $s$, by means of rightmost innermost rewriting with specificity ordering, if and only if $P$, together with the state transition rules for ARM, reduce $(P, \text{control}(t), \text{recycle}, \varepsilon_A, \varepsilon_T)$ to a normal form $s'$. In this case, $s'$ can be transformed into $s$ by renaming function symbols $f^e$, which have been introduced in the procedure “Add Most General Rules”, into $f$. 