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Klusener introduced a timed variant of branching bisimulation. In this paper it is shown that Klusener’s axioms for finite process terms, together with two standard axioms for recursion, make a complete axiomatization for regular processes modulo timed branching bisimulation.

1 Introduction

Over the years, process algebras such as CCS, CSP and ACP have been extended with a notion of time. In each of these extensions, the interaction of the silent step $\tau$ with time turns out to be deplorably complicated, see e.g. [3, 7, 15, 17, 19, 22, 24, 25]. Klusener [17, 19] extended branching bisimulation [14] to a timed setting. The intuition for branching bisimulation is that this equivalence preserves the branching structure of processes; a $\tau$-transition is silent if and only if it does not lose possible behaviours. Klusener concluded that the same intuition in the timed case gives rise to quite a different mathematical interpretation than in the untimed case. Currently, timed branching bisimulation is used to give semantics to an extension of the specification language $\mu$CRL with time [13].

Although the definition of timed branching bisimulation is an intricate one, its axiomatization is crystal clear. One elegant axiom suffices to characterize timed branching bisimulation. Hence, performing calculations with respect to this semantics is quite feasible. In this paper, the domain where calculations can be performed is extended from finite process terms to all regular processes.

The first part of this paper considers Basic Process Algebra with deadlock in relative time, from Baeten and Bergstra [2]. In this process algebra, denoted by BPA$_{\tau r}$, atomic actions are provided with a time stamp, taken from the rational numbers extended with infinity (to express livelock). A timed action $\alpha [r]$ executes action $\alpha$ after exactly $r$ time units of inaction. In this paper, the algebra BPA$_{\tau r}$ is extended with recursion.

Milner [20] was the first to derive completeness of an axiomatization for regular behaviours with respect to strong bisimulation in the untimed case. Bergstra and
Klop [6] proved a similar result in a slightly different setting. They introduced two new axioms for recursion, called R1 and R2 (which are basically reformulations of axioms by Milner) and showed that R1,2 together with the standard axioms for BPA$_5$ suffice to completely axiomatize the algebra of untimed regular processes modulo strong bisimulation. In the first part of this paper it is shown that this result can be transposed to the timed setting. That is, R1,2 together with the standard axioms for the algebra BPA$_5$ are complete for the algebra of timed regular processes. This result is not very shocking; similar results have been obtained by Aceto and Jeffrey [1] in the regular subcalculus of Wang Yi’s timed CCS [16, 26], and by Chen [8] in his extension of CCS with real time.

Bergstra and Klop [6] and Milner [21] deduced completeness results for axiomatizations for untimed regular processes with silent steps, in observational congruence. Bergstra and Klop [6, page 51] remark that their result on completeness for regular processes over BPA$_5$ “is not very surprising” and that they “wish to extend Milner’s completeness theorem (from [20]) to the case where $\tau$-steps are present”. Similarly, the aim of this paper is to extend existing work on axiomatizations for regular processes in the timed setting to the case where $\tau$-steps are present. Here, we consider the silent $\tau$ in Klusener’s timed branching bisimulation. The conclusion of this paper is quite different from the one in [6]. There, no less than three extra axioms were needed to deal with complications regarding recursion in the presence of abstraction. This is mainly due to the fact that $\tau$ is not a ‘guard’ for recursion; the recursive equation $X = \tau \cdot X$ has infinitely many solutions $\tau \cdot p$ for $X$. However, this complication disappears in the presence of time; the recursive equation $X = \tau[r] \cdot X$ has only one solution for $X$ (namely $\tau[r] \cdot \delta[\infty]$). A similar observation was already made by Reed and Roscoe [25], in a setting of timed CSP with topological models. As a consequence of this phenomenon, in the timed setting no extra axioms are needed to describe the interplay of recursion and the silent step. In this paper it is shown that the standard axioms for BPA$_5$, together with Klusener’s characterizing axiom for timed branching bisimulation, and the axioms R1,2 for recursion, constitute a complete axiomatization for regular processes in timed branching bisimulation. The proof of this result consists of reducing terms that are timed branching bisimilar to terms that are timed strongly bisimilar, after which the completeness result from the first part of this paper can be applied.

In order to cut down notational overhead, the communication operators and the encapsulation operator from ACP are left out. Although these operators are important for the expressive power of the formalism, they are not essential for presenting the main ideas of this paper. A straightforward collection of axioms from [2], together with axioms R1,2, suffice to eliminate these operators from the syntax, see [9]. A stronger elimination result is proved in [10], for a class

---

1For this elimination result it is essential that the time domain consists of the rationals, instead of the reals. For example, if $X = a[1] \cdot X$ and $Y = b[\sqrt{2}] \cdot Y$, then the merge cannot be eliminated from $X || Y$. 
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of timed regular processes in a setting with integration [2, 12]. This construct enables to express time dependencies, i.e., the behaviour of a process may depend on the moment in time that a previous action has been executed.
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## 2 Timed Regular Processes

### 2.1 Basic Process Algebra

We study the formalism $\text{BPA}_\delta$, which stands for Basic Process Algebra with deadlock, extended with relative time. Assume an alphabet $A$ of atomic actions, together with the special constant $\delta$ to represent deadlock. In the sequel, $a$ and $\alpha$ denote elements of $A$ and $A \cup \{\delta\}$ respectively. A **timed action** is of the form $a[r]$ with $r \in \mathbb{Q} \cup \{\infty\}$. Here, $\infty$ denotes a special time element ‘infinity’ that is greater than any rational number. Moreover, we consider the binary operators alternative composition $+$ and sequential composition $\cdot$. Hence, process terms in $\text{BPA}_\delta$ are built from the following BNF grammar:

$$ p ::= a[r] \mid p + p \mid p \cdot p $$

where $\alpha \in A \cup \{\delta\}$ and $r \in \mathbb{Q} \cup \{\infty\}$.

Processes are considered in relative time. This means that a timed action $a[r]$ executes $a$ after exactly $r$ time units of inaction. For example, the process $a[1] \cdot b[2]$ first executes $a$ at time 1, and then $b$ at (absolute) time 3. Time starts at zero and never reaches infinity, so actions $a[r]$ with $r \leq 0$ or $r = \infty$ do not display any behaviour. The timed deadlock $\delta[r]$ can only idle until (relative) time $r$, which is illustrated by the following example.

**Example 2.1** The process $a[1] + \delta[2]$ can either execute the $a$ at time 1, or idle until time 2, in which case it gets into a deadlock. On the other hand, the process $a[1] + \delta[1]$ will always execute the $a$ at time 1, so that it never gets into a deadlock.

The intuitive behaviour of process terms in $\text{BPA}_\delta$ is captured in the operational semantics provided in Table 1. The transition rules are taken from [12, 18]. In contrast with most semantics for timed processes in the literature, there are no idle transitions; a timed action $a[r]$ only executes the $a$ at (relative) time $r$. A similar operational semantics can be found in [16].

### 2.2 Recursion

A **recursive specification** $E$ is a finite set of equations $\{X_i = t_i \mid i = 1, \ldots, n\}$, where the $X_i$ are recursion variables, and the $t_i$ are process terms constructed
from timed actions, the alternative composition, the sequential composition and the variables \( X_j \) for \( j = 1, \ldots, n \). Intuitively, the syntactic construct \( \langle X | E \rangle \) denotes a solution of \( X \) with respect to \( E \); the precise meaning of this construct is given in Table 2. In the sequel, only linear recursive specifications will be considered, which consist of equations of the form

\[
X = \sum_i \alpha_i [r_i] \cdot Y_i + \sum_j \beta_j [s_j].
\]

Table 2 presents two standard transition rules for recursion. The expression \( E \) in these transition rules represents a linear recursive specification, which contains an equation \( X = t \). Furthermore, \( \langle t | E \rangle \) denotes the term \( t \) with occurrences of variables \( Y \) replaced by \( \langle Y | E \rangle \).

\[
\langle t | E \rangle \xrightarrow{\alpha[r]} \sqrt{\langle X | E \rangle \xrightarrow{\alpha[r]} y} \quad \langle t | E \rangle \xrightarrow{\alpha[r]} \sqrt{\langle X | E \rangle \xrightarrow{\alpha[r]} y}
\]

Table 2: Transition rules for recursion

The process terms of \( \text{BPA}_{dr} \) with recursion are constructed from timed actions and expressions \( \langle X | E \rangle \) with \( E \) a linear recursive specification, together with the alternative and the sequential composition. So the BNF grammar of process terms is

\[
p ::= \alpha[r] \mid \langle X | E \rangle \mid p + p \mid p \cdot p.
\]

The operational semantics for this timed process algebra consists of the transition rules in Table 1 and Table 2.

**Definition 2.2** A process term \( p' \) is a derivative of process term \( p \) if \( p \) can evolve into \( p' \) in zero or more transitions.
A process term $p'$ is a proper derivative of process term $p$ if $p$ can evolve into $p'$ in one or more transitions.

The process terms in BPA$_6$ with recursion are called regular, which is justified by the fact that each process terms has only finitely many derivatives, and the initial actions of these derivatives together constitute a finite collection (cf [5] for the untimed case).

### 2.3 Timed Strong Bisimulation

The ultimate delay $U(p)$ from [2] is the latest moment in time up to which process $p$ can idle without executing an initial action. It is defined inductively as follows:

\[
\begin{align*}
U(a[r]) &= \max\{r, 0\} \\
U(p + q) &= \max\{U(p), U(q)\} \\
U(p \cdot q) &= U(p) \\
U(\langle X \mid E \rangle) &= U(\langle X \mid E \rangle).
\end{align*}
\]

In the last line it is assumed that $E$ contains the equation $X = t$. The ultimate delay enables to distinguish processes that only differ in their deadlock behaviour, such as $a[1]+\delta[1]$ and $a[1]+\delta[2]$. The following notion of timed strong bisimulation [2] is a timed version of strong bisimulation [23]. The definition that is presented here stems from [18].

**Definition 2.3** Two process expressions $p_0, q_0$ are strongly bisimilar, notation $p_0 \leftrightarrow q_0$, if there exists a symmetric, binary timed strong bisimulation relation $B$ on processes such that

1. $p_0 B q_0$.  
2. If $p \xrightarrow{a[r]} p'$ and $p B q$, then $q \xrightarrow{a[r]} q'$ for some process $q'$ with $p' B q'$.  
3. If $p \xrightarrow{a[r]} \sqrt{\cdot}$ and $p B q$, then $q \xrightarrow{a[r]} \sqrt{\cdot}$.  
4. If $p B q$, then $U(p) = U(q)$.

Process terms are considered modulo timed strong bisimulation equivalence.

### 2.4 Axiom System

Timed strong bisimulation is a congruence, which means that if $p \leftrightarrow p'$ and $q \leftrightarrow q'$, then $p + q \leftrightarrow p' + q'$ and $p \cdot q \leftrightarrow p' \cdot q'$. This property follows from the path format of Baeten and Verhoef [4]. They proved that if a collection of transition rules is within this format, and if these rules are ‘well-founded’, then the strong bisimulation equivalence it induces on the algebra of closed terms is always a congruence. (Fokking and van Glabbeek [11] showed that the well-foundedness
requirement can be omitted.) In order to apply the path format, the inductive rules that define the predicates \(U(p) = r\) for \(r \in \mathbb{Q}_{>0} \cup \{\infty\}\) are to be incorporated as transition rules. Then the notion of timed strong bisimulation in Definition 2.3 agrees with the general notion of strong bisimulation in the presence of predicates, as defined in [4]. Thus, the transition rules in Table 1 and 2 meet the restrictions of the path format, so that the timed strong bisimulation relation they induce is a congruence.

Table 3 contains an axiom system for \(\text{BPA}_{\delta r}\) with recursion. Axioms A1-5 are the standard axioms from \(\text{BPA}\), axioms TA6-9 are taken from [18], and axioms R1,2 for recursion stem from [6]. In these last two axioms, \(E\) denotes a linear recursive specification of the form \(\{X_i = t_i \mid i = 1, \ldots, n\}\). The axiom R1 induces equalities such as \((X|X = a[r] \cdot X) = a[r] \cdot (X|X = a[r] \cdot X)\). The axiom R2 (or the Recursive Specification Principle) implies that each linear recursive specification has only one solution.

\[
\begin{align*}
\text{A1} & \quad x + y = y + x \\
\text{A2} & \quad (x + y) + z = x + (y + z) \\
\text{A3} & \quad x + x = x \\
\text{A4} & \quad (x + y) \cdot z = x \cdot z + y \cdot z \\
\text{A5} & \quad (x \cdot y) \cdot z = x \cdot (y \cdot z) \\
\text{TA6} & \quad r \leq s \implies \alpha[s] + \delta[r] = \alpha[s] \\
\text{TA7} & \quad \delta[r] \cdot x = \delta[r] \\
\text{TA8} & \quad r \leq 0 \implies \alpha[r] = \delta[0] \\
\text{TA9} & \quad \alpha[\infty] = \delta[\infty] \\
\text{R1} & \quad y_i = (X_i|E) \quad i = 1, \ldots, n \implies y_1 = t_1[y_1/X_1, \ldots, y_n/X_n] \\
\text{R2} & \quad y_i = t_i[y_1/X_1, \ldots, y_n/X_n] \quad i = 1, \ldots, n \implies y_1 = (X_1|E)
\end{align*}
\]

Table 3: Axioms for timed regular processes

The axiomatization for \(\text{BPA}_{\delta r}\) with recursion is sound with respect to timed strong bisimulation, i.e., if two process terms can be equated by the axioms, then they are timed strongly bisimilar. Since timed strong bisimulation is a congruence relation, this can be verified by checking soundness of the separate axioms. It is not hard to see that the axioms A1-5 and TA6-9 and R1 are sound with respect to timed strong bisimulation. A detailed proof of the soundness of R2 can be found in [9].

2.5 Completeness

This section is devoted to proving that the axiomatization for \(\text{BPA}_{\delta r}\) with recursion is complete with respect to timed strong bisimulation, i.e., if two process
terms are timed strongly bisimilar, then they can be equated by the axioms. First, each linear specification will be reduced to a normal form, by means of the axioms. Next, it will be shown that if two normal forms are bisimilar, then they are syntactically equal modulo α-conversion (i.e., modulo renaming of variables). This proves completeness.

Let $E = \{X_i = t_i \mid i = 1, ..., n\}$ be a linear specification. The process term $\langle X_1|E \rangle$ is reduced to normal form in several steps.

**Step 1: Removal of redundant deadlocks**

- First, replace each summand of terms $t_i$ of the form $\alpha[r]$ with $r \leq 0$ by $\delta[0]$, and each summand of $t_i$ of the form $a[\infty]$ by $\delta[\infty]$.
- Next, replace each summand of terms $t_i$ of the form $\delta[r] \cdot X$ by $\delta[r]$.
- Finally, remove each summand $\delta[r]$ from terms $t_i$ for which there is summand $a[s] \cdot X$ or $\alpha[s]$ in this $t_i$ with $r \leq s$.

**Step 2: Identification of bisimilar variables**

If $\langle X_j|E \rangle \leftrightarrow \langle X_k|E \rangle$ with $j < k$, then rename $X_k$ into $X_j$ in all the terms $t_i$.

**Step 3: Removal of double edges**

If an expression $a[r]$ or $a[r] \cdot X_j$ occurs in a term $t_i$ more than once, then remove all but one of the occurrences of this expression in $t_i$.

**Step 4: Removal of redundant variables**

Let the collection $\text{dep}(X_1)$ of variables in $E$ that occur in the ‘dependency graph’ of $X_1$ be defined as follows:

$$X_1 \in \text{dep}(X_1),$$
$$X_i \in \text{dep}(X_1) \text{ and } X_j \text{ occurs in a } t_i \implies X_j \in \text{dep}(X_1).$$

If $X_j \notin \text{dep}(X_1)$, then remove the equation $X_j = t_j$ from $E$.

Thus the construction of the normal form of $\langle X_1|E \rangle$ has been finished. Step 1 is provable from R1,2 and TA6-9, Step 3 from R1,2 plus A3, and Step 4 from R1,2. We show that Step 2 can be proved from R1,2+A3. Let $\bar{E}$ be the specification that results after identifying bisimilar variables in $E$. Let $X_{i(j)}$ denote the bisimilar variable that has been substituted for $X_j$ in $E$, for $j = 1, ..., n$.

**Lemma 2.4** R1,2+A3 ⊢ $\langle X_1|E \rangle = \langle X_1|\bar{E} \rangle$.
Proof. Let \( T_j \) denote the process \( t_j([X_i(1)]\overline{E})/X_1,...,[X_i(n)]\overline{E})/X_n \). It is easy to see that \( \langle X_j|E \rangle \leftrightarrow T_j \) for \( j = 1,...,n \). Since \( \langle X_j|E \rangle \leftrightarrow \langle X_i(j)|E \rangle \), this implies \( T_j \leftrightarrow T_i(j) \) for \( j = 1,...,n \).

So if \( T_j \) has a subterm \( a[r] \cdot \langle X_k|\overline{E} \rangle \), then \( T_i(j) \) has a subterm \( a[r] \cdot \langle X_l|\overline{E} \rangle \) where \( \langle X_k|\overline{E} \rangle \) and \( \langle X_l|\overline{E} \rangle \) are bisimilar. Since variables have been identified in \( \overline{E} \), it follows that \( k = l \). By the same argument, each subterm \( a[r] \cdot \langle X_k|\overline{E} \rangle \) of \( T_i(j) \) is also a subterm of \( T_j \). Similarly, \( T_j \) has a subterm \( a[r] \) if and only if \( T_i(j) \) has a subterm \( a[r] \). Finally, since \( U(T_j) = U(T_i(j)) \), Step 1 in the reduction to normal form ensures that \( T_j \) has a subterm \( \delta[r] \) if and only if \( T_i(j) \) has a subterm \( \delta[r] \).

Thus \( A3 \vdash T_j = T_i(j) \).

Then \( \langle X_i(j)|\overline{E} \rangle \overset{R2}{=} T_i(j) \overset{A3}{=} T_j \). This holds for all \( j \), so \( \langle X_i(1)|\overline{E} \rangle ,...,\langle X_i(n)|\overline{E} \rangle \) is a solution for \( E \). Then \( R2 \) implies \( \langle X_j|E \rangle = \langle X_i(j)|\overline{E} \rangle \) for \( j = 1,...,n \). □

The next proposition implies that A1-5+TA6-9+R1,2 constitutes a complete axiomatization for regular processes modulo timed strong bisimulation.

**Proposition 2.5** If two normal forms \( \langle X_i|E \rangle \) and \( \langle Y_i|E' \rangle \) are bisimilar, then they are syntactically equal modulo \( \alpha \)-conversion.

**Proof.** Let

\[
E = \{X_i = t_i \mid i = 1,...,m\}, \quad E' = \{Y_j = u_j \mid j = 1,...,n\}.
\]

A relation \( \phi \) between variables \( X_i \) and \( Y_j \) is defined as follows:

- \( X_1 \phi Y_1 \),
- for \( i, j > 1 \), \( X_i \phi Y_j \) holds iff \( \langle X_i|E \rangle \leftrightarrow \langle Y_j|E' \rangle \).

We derive several properties for the relation \( \phi \).

- For each \( X_i \) there exists a unique \( Y_j \) such that \( X_i \phi Y_j \) holds, and vice versa.

By Step 4, \( X_i \) is in the dependency graph of \( X_1 \). In other words, \( \langle X_i|E \rangle \) is a derivative of \( \langle X_1|E \rangle \). Then bisimilarity of \( \langle X_1|E \rangle \) and \( \langle Y_1|E' \rangle \) yields that there is a derivative of \( \langle Y_1|E' \rangle \) that is bisimilar with \( \langle X_1|E \rangle \). Since \( E' \) is linear, this derivative is of the form \( \langle Y_j|E' \rangle \). So by definition of \( \phi \) we have \( X_i \phi Y_j \).

Suppose that \( X_i \phi Y_j \) and \( X_i \phi Y_k \). Then \( \langle Y_j|E' \rangle \leftrightarrow \langle X_i|E \rangle \leftrightarrow \langle Y_k|E' \rangle \), so Step 2, identification of bisimilar variables, ensures that \( j = k \).

By the symmetric argument it follows that for each \( Y_j \) there exists a unique \( X_i \) such that \( X_i \phi Y_j \) holds. So we can conclude that \( \phi \) constitutes a bijection between the variables in \( E \) and the variables in \( E' \).

- If \( \phi(X_i) = Y_j \), then \( \phi(t_i) = u_j \), and vice versa.
Suppose that 
\[ t_i = \sum_k a_k \cdot r_k \cdot X_{i_k} + \sum_l \alpha_l \cdot s_l. \]
with \( 0 < r_k < \infty \) and \( 0 \leq s_l \leq \infty \).
Since \( \langle X_i | E \rangle \leftrightarrow \langle Y_j | E' \rangle \), \( u_j \) has a subterm \( a_k \cdot r_k \cdot Y_{j_k} \) with \( \langle X_{i_k} \cdot E \rangle \leftrightarrow \langle Y_{j_k} \cdot E' \rangle \) for each \( k \). Moreover, since in Step 1 redundant deadlocks have been removed, and expressions \( a[\infty] \) have been renamed into \( \delta[\infty] \), \( u_j \) has a subterm \( \alpha_l [s_l] \) for each \( l \).
Since \( \langle X_{i_k} | E \rangle \leftrightarrow \langle Y_{j_k} | E' \rangle \), the definition of \( \phi \) yields \( \phi(X_{i_k}) = Y_{j_k} \). In Step 3 double edges have been removed, so subterms \( a_k \cdot r_k \cdot X_{i_k} \) and \( a_k \cdot r_k \cdot Y_{j_k} \) and \( \alpha_l [s_l] \) occur in \( t_i \) and \( u_j \) only once. Hence, \( \phi(t_i) = u_j \) and \( \phi(u_j) = t_i \).
So we conclude that \( \phi \) constitutes an \( \alpha \)-conversion between \( \langle X_i | E \rangle \) and \( \langle Y_1 | E' \rangle \).

\[ \square \]

**Corollary 2.6** A1-5+TA6-9+R1.2 form a complete axiomatization for \( BPA_{\delta} \) with recursion, modulo timed strong bisimulation.

### 3 Abstraction

The previous section treated \( BPA_{\delta} \) with recursion modulo timed strong bisimulation. In this section the alphabet is extended with a special constant \( \tau \), to obtain \( BPA_{\delta, \tau} \) with recursion, and process terms are considered modulo rooted timed branching bisimulation. In the sequel, \( \alpha \) and \( \alpha \) will represent elements from \( A \cup \{ \tau \} \) and \( A \cup \{ \delta, \tau \} \), respectively.

#### 3.1 Time Shift

In order to define timed branching bisimulation, the syntax is extended with the time shift operator \( (r)p \), which takes a rational number \( r \) and a process term \( p \). The process term \( (r)p \) denotes the behaviour of \( p \) that is shifted \( r \) units in time. Its ultimate delay is defined by

\[ U((r)p) = \max\{U(p) + r, 0\} \]

The transition rules and axioms for the time shift are given in Table 4. Using axioms TS1-4, this operator can be eliminated from all process terms.

#### 3.2 Timed Branching Bisimulation

The operational semantics consists of the transition rules in Table 1 and Table 2 and Table 4. The definition of timed strong bisimulation is adapted to that of timed branching bisimulation from Klusener [19]. In untimed branching bisimulation, a \( \tau \)-transition is invisible if it does not lose possible behaviours, or in
other words, \( \tau p + q \) is equivalent to \( p \) if \( q \) is semantically included in \( p \). The same intuition is used to define timed branching bisimulation. In the latter semantics, a transition \( p \xrightarrow{\tau[r]} p' \) of a process \( p \) can be matched with the passing of time in a process \( q \) if \( U(q) > r \) and \( p' \xrightarrow{\delta[r]} (-r)q \). That is, under these conditions the \( \tau[r] \)-transition in \( p \) and idling beyond \( r \) in \( q \) result in equivalent behaviours. However, this same intuition gives rise to a mathematical interpretation that is quite different from the untimed case. This is shown by the following examples.

**Example 3.1** In the untimed setting, \( \tau(a + b) + a \xrightarrow{a} a + b \). However,

\[
\]

Not executing the \( \tau \) at 1 in the process on the left means a decision that the \( a \), and not the \( b \), will be executed at 2.

**Example 3.2** In the untimed setting, \( \tau a + b \xrightarrow{\tau a} a + \tau b \). However,

\[
\]

In both processes it is decided at time 1 whether the \( a \) or the \( b \) will be executed at 2.

In the definition of timed branching bisimulation, an auxiliary definition will be needed. Suppose that two processes \( p \) and \( q \) are timed branching bisimilar, and that \( p \) can execute an \( a \)-action. Unlike timed strong bisimulation, it may not be the case that \( q \) can execute the same initial \( a \)-action. Possibly, \( q \) will first execute a number of \( \tau \)-actions, which can all be matched with idling in \( p \). Finally, the resulting state \( q' \) can execute the \( a \)-action. This will be denoted as “\( q \Rightarrow q' \) equivalent with \( p \)”.

**Definition 3.3** Let \( \mathcal{B} \) be a binary relation on processes. For \( p \) a process and \( r \geq 0 \), the relation “\( q \Rightarrow_r q' \) \( \mathcal{B} \)-equivalent with \( p \)” is defined inductively as follows.
1. If $U(q) \geq r$, and $(-t)pB(-t)q$ for $0 \leq t \leq r$, then $q \Rightarrow_r (-r)q$ $B$-equivalent with $p$.

2. If $q \xrightarrow{\tau[s]} q'$, and $(-t)pB(-t)q$ for $0 \leq t < s$, and $q' \Rightarrow_{r-s} q''$ $B$-equivalent with $(-s)p$, then $q \Rightarrow_r q''$ $B$-equivalent with $p$.

Definition 3.4 Two process terms $p_0$ and $q_0$ are timed branching bisimilar, denoted by $p_0 \leftrightarrow_{tb} q_0$, if there exists a symmetric binary relation $B$ on processes such that

1. $p_0Bq_0$.

2. If $pBq$ and $p \xrightarrow{a[r]} p'$, then there exists a $q'$ and an $s < r$, such that $q \Rightarrow_s q'$ $B$-equivalent with $p$, and

- either there exists a $q''$ such that $q' \xrightarrow{a[r-s]} q''$ with $p'Brq''$;
- or $a = \tau$ and $U(p') > 0$ and $pB(s-r)q'$.

3. If $pBq$ and $p \xrightarrow{a[r]} \sqrt{.}$, then there exists a $q'$ and an $s$, such that $q \Rightarrow_s q'$ $B$-equivalent with $p$, and $q' \xrightarrow{a[r-s]} \sqrt{.}$.

4. If $pBq$ and $U(p) > r$, then there exists a $q'$ such that $q \Rightarrow_r q'$ $B$-equivalent with $p$.


Definition 3.5 Two process terms $p$ and $q$ are rooted timed branching bisimilar, denoted by $p \leftrightarrow_{r} q$, if

1. $p \xrightarrow{a[r]} p'$ if and only if $q \xrightarrow{a[r]} q'$ with $p' \leftrightarrow_b q'$.

2. $p \xrightarrow{a[r]} \sqrt{.}$ if and only if $q \xrightarrow{a[r]} \sqrt{.}$.

Rooted timed branching bisimulation is a congruence.

3.3 One Axiom for Abstraction

Using the intuition for branching bisimulation, rooted timed branching bisimulation equivalence is expressed in one axiom $TT$, from [19]. Surprisingly, a complete axiomatization is obtained for $BPA_{tb}$ with recursion by adding only this axiom to the axiom system.

$$TT \quad U(x) \leq r \land U(y) > 0 \implies \alpha[s] \cdot (x + \tau[r] \cdot y) = \alpha[s] \cdot (x + (r)y)$$
We derive an equation, which will be needed later on, to exemplify the use of axiom TT.

**Equation 3.6** \( \langle X | X = \tau[r] \cdot X \rangle = \tau[r] \cdot \delta[\infty] \).

**Proof.** The case \( r \leq 0 \) is easy, because then both terms equal \( \delta[0] \). We focus on the case \( r > 0 \).

\[
\begin{align*}
\tau[r] \cdot \tau[r] \cdot \delta[\infty] \\
\text{TA6} & = \tau[r] \cdot (\delta[0] + \tau[r] \cdot \delta[\infty]) \\
\text{TT} & = \tau[r] \cdot (\delta[0] + (r) \delta[\infty]) \\
\text{TS1} & = \tau[r] \cdot (\delta[0] + \delta[\infty]) \\
\text{TA6} & = \tau[r] \cdot \delta[\infty]
\end{align*}
\]

So according to axiom R2, \( \tau[r] \cdot \delta[\infty] \) equals \( \langle X | X = \tau[r] \cdot X \rangle \). \( \square \)

### 3.4 Completeness

Since the axioms A1-5 and TA6-9 and R1,2 are sound with respect to timed strong bisimulation, it follows that they are also sound with respect to rooted timed branching bisimulation, because this last equivalence relates more process terms. Furthermore, it is not hard to see that TT and TS1-4 are also sound. This section is devoted to proving that the axiomatization is complete. We will show that if two solutions of linear specifications are rooted timed branching bisimilar, then they can be made timed strongly bisimilar, by the introduction of extra \( \tau \)-steps. Then completeness of the axioms for rooted timed branching bisimulation follows from the completeness of the axioms for timed strong bisimulation.

**Proposition 3.7** If two linear specifications are rooted timed branching bisimilar, then they are provably equal to two linear specifications that are timed strongly bisimilar.

**Proof.** Let \( \langle X_1 | E \rangle \leftrightarrow^{b} \langle Y_1 | E' \rangle \). If the collection \( Q \) of positive rationals that occur as a time stamp in \( E \) or \( E' \) is empty, then both \( \langle X_1 | E \rangle \) and \( \langle Y_1 | E' \rangle \) equal \( \delta[0] \) or \( \delta[\infty] \), so that they are timed strongly bisimilar. In that case we are done, so we may assume that \( Q \) is non-empty. \( Q \) is finite, and it contains only rational numbers, so then there is a greatest rational \( R_0 \) such that \( r/R_0 \) is a natural number for all \( r \in Q \).

First, we apply root unwinding to the linear specifications \( E \) and \( E' \). Let these specifications contain equations \( X_1 = t_1 \) and \( Y_1 = u_1 \), respectively. Add an equation \( X_{\text{root}} = t_1 \) to \( E \), where \( X_{\text{root}} \) does not yet occur in \( E \), to obtain \( \tilde{E} \). Even so, add an equation \( Y_{\text{root}} = u_1 \) to \( E' \), where \( Y_{\text{root}} \) does not yet occur in \( E' \), to obtain \( \tilde{E}' \). The term \( \langle X_1 | E \rangle \) is provably equal to \( \langle X_{\text{root}} | \tilde{E} \rangle \), and the term \( \langle Y_1 | E' \rangle \) is provably equal to \( \langle Y_{\text{root}} | \tilde{E}' \rangle \), by axioms R1,2.
Next, the equations in $\bar{E}$ and $\bar{E}'$, except for the root equations, are saturated with $\tau[R_0]$-steps. For example, consider the equation for a variable $Z$ in $E$, with $Z \neq X_{\text{root}}$:

$$Z = \sum_{i \in I} a_i[r_i] \cdot V_i + \sum_{j \in J} \alpha_j[s_j].$$

If the time stamps $r_i$ and $s_j$ are not all $\leq R_0$, then such an equation is adapted as follows.

- Suppose that at least one of the time stamps $r_i$ or $s_j$ is a rational number (so unequal to $\infty$) greater than $R_0$. Replace the equation for $Z$ by the following two equations:

$$Z = \sum_{i \in I \mid r_i = R_0} a_i[R_0] \cdot V_i + \sum_{j \in J \mid s_j = R_0} \alpha_j[R_0] + \tau[R_0] \cdot W$$

$$W = \sum_{i \in I \mid r_i > R_0} a_i[r_i - R_0] \cdot V_i + \sum_{j \in J \mid s_j > R_0} \alpha_j[s_j - R_0]$$

where the variable $W$ does not yet occur in $\bar{E}$. Note that for each time stamp $r$ in the equation for $W$, either $r = \infty$ or $r/R_0$ is a natural number, owing to our choice of $R_0$.

This adaptation of the equation for $Z$ can be derived using axiom TT.

- If none of the time stamps $r_i$ or $s_j$ is a rational number greater than $R_0$, and so at least one of them equals $\infty$, then replace the equation for $Z$ by:

$$Z = \tau[R_0] \cdot Z.$$ 

This adaptation of the equation for $Z$ can be derived using Equation 3.6.

Repeat this procedure until none of the equations in $\bar{E}$ for variables unequal to $X_{\text{root}}$, and none of the equations in $\bar{E}'$ for variables unequal to $Y_{\text{root}}$, contain time stamps greater than $R_0$. This procedure terminates, because positive time stamps are getting smaller and smaller. The resulting specifications, which contain no positive time stamps other than $R_0$, are denoted by $\bar{E}$ and $\bar{E}'$. The equalities $\langle X_{\text{root}}|E \rangle = \langle Y_{\text{root}}|\bar{E} \rangle$ and $\langle Y_{\text{root}}|E \rangle = \langle Y_{\text{root}}|\bar{E}' \rangle$ can be derived from the axioms.

Since $\langle X_{\text{root}}|E \rangle \leftrightarrow_b \langle Y_{\text{root}}|\bar{E} \rangle$, it follows that $\langle X_{\text{root}}|E \rangle \leftrightarrow_b \langle Y_{\text{root}}|\bar{E}' \rangle$. The rooted timed branching bisimulation relation between $\langle X_{\text{root}}|E \rangle$ and $\langle Y_{\text{root}}|\bar{E}' \rangle$ is a timed strong bisimulation relation. Namely, owing to the rootedness condition, initial transitions $\langle X_{\text{root}}|E \rangle \xrightarrow{a[r]} p'$ are matched with initial transitions $\langle Y_{\text{root}}|\bar{E}' \rangle \xrightarrow{a[r]} q'$, and vice versa. Moreover, the construction of $\bar{E}$ and $\bar{E}'$ ensures that non-initial transitions in the transitions systems of $\langle X_{\text{root}}|E \rangle$ and $\langle Y_{\text{root}}|\bar{E}' \rangle$ have labels of the form $a[R_0]$, so such transitions $p \xrightarrow{a[R_0]} p'$ in the one transition system are matched with transitions $q \xrightarrow{a[R_0]} q'$ in the other. Furthermore, the terms $\langle X_{\text{root}}|\bar{E} \rangle$ and $\langle Y_{\text{root}}|\bar{E}' \rangle$ have the same ultimate delay, and
if proper derivatives of these terms are related, then these derivatives have the
same ultimate delay $0$ or $R_0$. Hence, $\langle X_{\text{root}} | E \rangle \leftrightarrow \langle Y_{\text{root}} | E' \rangle$. □

Proposition 3.7, together with the completeness result for timed strong bisimulation,
immediately yields the desired completeness result for rooted timed branching
bisimulation.

Corollary 3.8 A1-5+TA6-9+TT+TS1-4+R1,2 is a complete axiomatization for
$BPA_{\delta r} r$ with recursion, modulo rooted timed branching bisimulation.

Proof. Suppose that $\langle X_1 | E \rangle \leftrightarrow_b \langle Y_1 | E' \rangle$. According to Proposition 3.7, we can
derive $\langle X_1 | E \rangle = \langle X_{\text{root}} | E \rangle$ and $\langle Y_1 | E' \rangle = \langle Y_{\text{root}} | E' \rangle$ with $\langle X_{\text{root}} | E \rangle \leftrightarrow \langle Y_{\text{root}} | E' \rangle$.
Then the completeness result for timed strong bisimulation, Corollary 2.6, yields
$\langle X_{\text{root}} | E \rangle = \langle Y_{\text{root}} | E' \rangle$. Hence,

$$\langle X_1 | E \rangle = \langle X_{\text{root}} | E \rangle = \langle Y_{\text{root}} | E' \rangle = \langle Y_1 | E' \rangle.$$ □
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