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ABSTRACT

After outsourcing, issues can arise between the outsourcing organization and their third parties about fair payment. In a ceteris paribus situation, fair payment can be determined based on the differences made by the third parties. However, when information technology development is (partly) outsourced to third parties, often, not only does the supplier change, but the development process is also changed. This change of development process alone influences important software metrics, such as time to market, productivity, costs, size, and quality, exactly the metrics that are often used to establish payments. Quantifying the influence of the development process redesign is therefore vital to make a fair assessment of the changes truly caused by the supplier, and thus realistic payment.

In this paper, the influence of the change in the development process on important key performance indicators is quantified using simulation techniques. We use discrete event simulation to analyze the effect on time to market. The techniques we use are illustrated and validated by applying them in a real-world situation. The techniques can be used to estimate the influence of the business process change both before outsourcing and after the outsourcing has been decided. Our case study helped the organization in their outsourcing by adapting its proposed development process so that the balance between a more formal process and time to market became more in line with their demands. Although the specific numbers will be different per company, other organizations can apply the general principle. Copyright © 2015 John Wiley & Sons, Ltd.
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1. INTRODUCTION

According to companies like Gartner or Plunkett Research [26, 22], the global annual information technology (IT) outsourcing volume has grown to hundreds of billions of dollars. Indeed, there are many reasons to, partly or completely, outsource IT development to third parties. Important reasons for outsourcing are cost reduction, productivity increase, availability of personnel, quality improvement, and time to market. Often, outsourcing contracts contain targets related to these needs: cost reduction targets, service level agreements (SLAs) for response times, quality levels, and productivity improvement.

To enable an outsourcing deal, many processes usually have to be changed. Often, because of a lack of trust or trustworthiness, more checks and balances are built into the processes not only by the outsourcer but also by the third party to prevent problems during outsourcing. For example, in a study about lack of trust in global software development, the quality management system for developing software comprised of ‘more than 500 documents and around 100 process descriptions’
[21]. This easily leads to performance being taken over by conformance. Depending on the situation, we go from trust me to tell me, to show me, and to prove me.

The changes in processes cause the outsourcing transition to affect the software metrics in two ways. First, they are influenced by changes made in the development process. Second, they are affected by the change of supplier. These two changes do not have to be in the same direction. For example, a new process can negatively affect productivity, while a different supplier positively influences the productivity. Reverse movements, for one or both of these changes, are possible as well. For example, a new process can impact the productivity positively, while a supplier can have a negative effect on productivity.

Such changes in processes have an impact on the key performance indicators (KPIs) that are used in domains such as cost, size, quality, time to market, and productivity. For example, a more formal process may introduce more approvals, more documentation, and more rigid change request policies. These additions in turn potentially increase the time to market. Other KPIs are likely affected as well. In order to properly assess the KPIs, it is necessary to baseline them before the outsourcing transition and measure them after transition, as should be performed in any business process redesign setting [19].

Often, a baseline before outsourcing of KPIs is taken as the starting point of a payment model. Then, per contract, shorter time to market, higher productivity, and/or higher quality is agreed upon. However, a fair assessment of the newly achieved values for the KPIs needs to take into account not only the suppliers’ influence but also the influence of the changing process and their potential reverse movements. That is why, it is important to investigate these effects to distinguish the true impact of the third party.

In this paper, we focus on these two effects on IT metrics after an outsourcing transition. We quantify the changes in IT metrics due to the changes in the development process to fairly assess the impact of the supplier on them. We illustrate our approach with a real-world case of an organization that was in the middle of a transition to outsource a multimillion dollar IT portfolio in a multiparty context.

Normally, contracts are signed before any work is carried out, so at the time of agreeing on quantitative targets, information as illustrated earlier cannot be directly available. This makes it difficult for the offering organization and the insourcer to agree on those targets. We propose to estimate the transition effect on the time to market by means of a simulation. We simulated the approval durations and compared them with the approval durations that were measured before the transition to quantify their net effects on the newly proposed process. The result of our simulations was that the process was adjusted to cater for more trust and less control. The initially designed process contained too much control so that time to market would increase to unacceptable levels.

Simulation is a well-known technique that can be used to show the possible real effects of alternative conditions and courses of action. Many other papers have been published during the last decades about theoretical and practical software process simulation modeling (SPSM) [17, 2, 1]. A systematic literature review was published in 2008 by Zhang et al. [37]. They analyzed 209 papers and distinguished four types of SPSM studies:

(A) software process simulation model or simulators;
(B) process simulation modeling paradigms, methodologies, and environments;
(C) applications, guidelines, and frameworks of adopting process simulation in software engineering practice; and
(D) experience reports of SPSM research and practice.

According to this classification, our paper can be characterized as B and D. As recommended by Sutton [32], the focus of this paper is not just on modeling and simulation but also on a novel way of analyzing an intended software process to be used after an outsourcing transition.

The numbers that are given in the rest of this paper have been indexed, rounded, or otherwise adjusted for confidentiality reasons. The tools we used for the analyses include R (a variant of the statistical program S-plus) [23], Arena [18] (a discrete event simulator), Business Objects [27] (for retrieving management data), and Microsoft Excel with Crystal Ball [9] (for Monte Carlo simulation). Any other combination of tools with similar functionality would have been as appropriate.
1.1. Organization

The remainder of the paper is divided into multiple sections. Section 2 explains the two effects after a transition in more detail. Moreover, it shows why simulation is needed to estimate a single effect. Section 3 describes the case study and the software development process used in the organization. After scrutinizing the available data in more detail, it turned out that there is overlap of process steps. Section 4 shows how the proposed development process model is used to create a simulation model of days spent waiting for approval. We validate our simulation model by using data from the process that was implemented, an altered version of the proposed process. Section 5 discusses the results of the simulation and uses the findings from the process before transition to show the meaning of the results. Our simulation focuses on time to market, but we also discuss other IT metrics in Section 6. Section 7 illustrates other useful applications of software process simulation, and in Section 8, we discuss the use of simulation and IT metrics in general. Section 9 concludes the findings.

2. TWO EFFECTS AFTER TRANSITION

In the introduction, we stated that important KPIs are affected in two ways by a transition. First, they are influenced by changes made in the development process. Second, they are affected by the change of supplier. We will explain these two effects with two examples, one with productivity and one with time to market.

Suppose that after the transition, the organization detects that IT productivity has decreased and blames the insourcer (vendor). An insourcer may claim it has achieved its target of productivity and is not to blame for the decrease. In fact, it is possible that both statements are true. Even though the insourcer has a higher productivity, after the transition, it is possible that the overall productivity decreases because of a change of process.

In Figure 1, the two effects of a transition are shown in a more systematic way. On the one hand, there is the new process, which usually tends to decrease productivity because more formalities are put in place, which take time but do not always produce extra value. On the other hand, there is the hopefully higher productivity of the insourcer (supplier) whose core competence is IT. In this paper, we discuss ways to quantify the effect of the transition, that is, the difference between states 1 and 3 or states 2 and 4. Given the overall productivity change, this quantification enables us to, for instance, calculate the part that is accountable to the vendor, that is, the difference between states 1 and 2 or states 3 and 4.

Another example is time to market. The time to market is also affected by a transition in two ways. For example, if we assume a transition to another more formal process, it is expected to
increase. On the other hand, expertise, overtime, and other factors introduced by the vendor influence time to market positively.

After a transition has been completed, it is possible to measure the effect of the transition. We show this with the following example. Suppose the approval duration has increased by an average of 5 days per project during which no work is performed, and suppose the average duration of an IT project constructed via the old process was 200 days, while the size of the projects remains to be about the same under the new regime. This means that the transition effect has caused a \( \frac{5}{200} = 2.5\% \) increase of the duration. In this case, the time to market should be corrected by a factor of 1.025 to compensate for the new process with more waiting times in order to compare it with the old situation. The 1.025 factor compensates for the process change, so after measuring the total time to market, this factor is used to calculate the effect of the supplier. This corrected time to market is then used to assess whether the targets in the contracts are met. In fact, what we do is account for approval duration, because that is the major impact of process changes. And it is up to the supplier to meet the targets in between waiting.

Normally, contracts are signed before any work is carried out, so at the time of agreeing on quantitative targets, information as illustrated earlier cannot be directly available. This makes it difficult for the offering organization and the insourcer to agree on those targets. We propose to estimate the transition effect on the productivity by means of a simulation.

If the setup of the new and more formal process is known, this allows a simulation model to be made of the process. We will do this in a case study. By calculating thousands of simulated projects, it gives an estimate of the increased approval duration, providing valuable information to support the outsourcing decision making.

3. CASE STUDY

Some organizations shape their sourcing deals with multiparty master agreements, where, for instance, different parties take care of different steps in the software life cycle. For example, requirements are engineered by the organization itself, implementation is carried out by the development partner, testing is performed by the testing partner, and deployment is carried out by yet another partner. This is sometimes called multisourcing [12].

Our case study involves a large financial organization. This organization was in the middle of a transition to outsource their multimillion dollar IT portfolio in a multisourcing context. A transition was being made from an in-house development setting to a multiparty outsourcing process. The development, which was being performed in the so-called design-and-build phase, was to be outsourced to another country.

To accomplish this, a new development process was proposed, which contained more approvals. As stated in the introduction, because of the new development process, KPIs are affected in two ways: by the new development process and the change in supplier. In order to make a fair assessment of the supplier, first, the impact of the new development process needed to be estimated. To quantify this impact, we need both the historic KPIs and their estimates in the new development process.

This section focuses on the historic situation. First, for completeness’ sake, the historic development process, the Dynamic Systems Development Method (DSDM), is described. Those familiar with this process can disregard this subsection.

After that, a historic KPI is quantified: the average duration of IT projects. This is performed by investigating the durations of 318 projects that have been executed. The various durations of the various phases allow us to determine the historic benchmark needed to quantify the impact of the new development process, which we will show in Section 4.

3.1. Historical development process

In our industrial case study, a customized variant of the DSDM is used. Information on the DSDM is available in various sources [30, 29, 28]. The DSDM method consists of multiple phases, and during each phase, certain predefined activities take place. The following phases are used in this organization.
- Feasibility study (FS). During this phase, the project’s feasibility is determined in terms of technical realization, costs, duration, risks involved, and so on.
- Business study (BS). The BS follows the FS. This phase determines things like the context of the project, requirements, and system architecture.
- Functional model iteration (FMI). In this phase, further (non)functional requirements and information are being gathered, usually by prototyping. This phase is repeated if necessary.
- Design-and-build iteration (DBI). In this phase, the actual system is being developed so that the (non)functional requirements are met. This phase is also iterated when necessary.
- Acceptance tests. While not standard for the DSDM method, this organization added a formal test and acceptance phase. During acceptance, a third party tests the delivered system for compliance to regulations and existing systems. The tests are split into system testing (ST), functional acceptance (FA), and production acceptance (PA).
- Implementation (IMPL). During IMPL, the system is being delivered and evaluated.

There are three levels of detail that are relevant for a simulation of the development process. We explain them.

- Project level. The project level concerns the already discussed phases of the customized DSDM process. It is the top-most level to which we need to aggregate the simulation results.
- Phase level. The phase level concerns a single phase, for example, the BS. During this phase, multiple activities have to be carried out, before the process is able to go to the next phase. For a simulation, presumably few data will be available on this level, as these are often not recorded. We therefore suggest using a bottom-up approach and start at the activity level first.
- Activity level. The activity level concerns a single activity, for example, testing during the BS. Although it is not possible to run actual tests on a software product that is not there yet, certain documents will have to be made and agreed on during this phase. For each activity, certain subactivities or steps are performed.

These levels of detail are illustrated in Figure 2. At the project level, six open arrows illustrate the various software production phases. At the next level, each of those six phases includes a number of
activities ranging from testing to configuration management. At the lowest level, each of the activities is broken down into sequential and parallel subactivities, or steps. Each block represents a step during the activity, which starts at the start block, goes on to the subactivities as indicated by the arrows, and finally arrives at the end block, at which time the activity for this phase is completed. For simplicity, only a limited number of steps are shown, which is indicated by the double line before the end block. Some of the steps shown are approvals that will influence the approval duration of the phase in which they are performed.

3.2. Historic benchmark of project durations

In this section, the benchmark values are determined for the KPIs before the outsourcing. In this paper, the project and approval durations of the IT projects are analyzed because the durations alone already illustrate important insights in the new development process after outsourcing. Historic project and approval durations were available in the organization. Although in this paper, we discuss only the project durations, the principles of the analyses apply to other KPIs as well.

In this section, we first examine the characteristics of projects executed with the old development process. To do so, we explored data available within the organization at the project level. For all projects, data on start and end dates for the production phases were available. However, not all dates were entered. Next to that, not all projects were comparable, for example, because some projects did not use DSDM. Therefore, we made a selection of those projects that are usable for our further analyses. We performed additional checks to ensure we have an adequate selection.

Based on the selected projects, we determined the average project duration including the time required for approvals. These values were used as benchmark values to assess the impact of the new development process.

3.2.1. Selecting projects. We explored the total duration of projects in the old situation. From the organization, we obtained access to a database with hundreds of IT projects. The database contained among others information on the start and end dates for each specific phase in the project, project type, project development method, project completion, project manager, developing party, budgets, and function counts.

However, the data were not complete for all projects. Some projects missed certain information or were executed with different development processes. Therefore, a selection of the data was required before being able to assess the overall project duration. We did this by exploring the available data as we will show in this section.

In order to determine the overall project duration, one needs to consider the start and end dates of the various phases that are used in the DSDM process. From Figure 2, one could think that the total duration is calculated by adding the durations of the different phases. However, this is not the case because there turned out to be large overlaps between the different phases. We found overlaps similar to those found in the Rational Unified Process book [14] with similar graphics.

In Figure 3, we visualized the course of a number of the selected projects by plotting the start and end times of each phase for these projects in a parallel coordinates plot ([33], p. 314). The horizontal axis has an ordinal scale representing each phase in an equidistant manner. The vertical axis represents the time. In this figure, a small selection of our projects is plotted, and each line represents a single project, connecting its start and end dates for all phases where data were available. We used a small selection of projects because we wished to illustrate the wide variation concerning each phase.

Basically, the plot provides insight into the large variation and substantial overlaps that reside in each project. We observe a pattern that almost all projects follow, namely that the phases overlap, because the graph shows spikes for all the projects. In this picture, there is also an outlier, shown in light gray that we left out in our final selection. This is a project where the end dates for all phases are equal to the in-production date, which reaches the in-production date line for each phase end that has data. Via the parallel coordinates plot, we discovered these outliers. As these outliers lack the required data to adequately assess the overall project and approval durations, we left them out of the selection.
For our historic data set, we used projects satisfying the following criteria, to make sure we only have comparable projects:

- Only development projects
- Only projects following the DSDM method
- Only projects completed successfully
- Only projects that were developed in-house
- Only projects that had no external budget (as an extra assurance to the aforementioned)
- Only projects that had function point (size) estimates
- No projects where the end date of all phases equaled the end date of the project (representing some outliers)

This selection left us with 318 projects that provided a good characterization of the original development process before the outsourcing. Before computing the historic benchmark of the project durations, we illustrate additional checks we performed to ensure we had an adequate selection.

3.2.2. Checking selection. While Figure 3 provided us early insight into the wide variation and the significant overlap between phases, only a few projects are shown. Figure 4 aggregates this information for all the selected projects. We display the overlaps and durations of the different phases by means of the well-known Gantt chart [11, 25]. Because the projects have different durations, the total duration had to be normalized, in order to aggregate all data on all projects into a single Gantt chart. As time data were not always available for every phase, and especially as data on the FS are very limited (only 10 projects), we normalized the data based on the budget availability date and the in-production date, which were always available. In this way, we normalized all our 318 projects. After normalization, we calculated the median start and end dates for the different phases, which are shown in Figure 4.

On multiple occasions, a project is started before there is a budget. In fact, the median budget availability date is very near the start of the BS, while the in-production date is equal to the end of the IMPL phase. However, after leaving out projects that start before the budget availability date, the Gantt chart did not deviate from the chart displayed in Figure 4. Despite our proxy of dates via budget, this Gantt chart accurately describes the overlap of the different phases in the software production practice before outsourcing.

We also investigated whether projects of different sizes would have produced different Gantt charts by separating between small and large projects, based on function points. The Gantt charts produced for only the small projects or only the larger projects did not differ significantly however. We tested
this also via a formal statistical test by using an analysis-of-variance test [33], which is shown in Table I. We used the start and end dates of the phases as response variables and the phases and function points as explanatory variables. The table shows that the effect of function points on the response variables has no statistical significance. We took the logarithm for the function points to make the data more normally distributed [35], but this has no influence on the conclusions. For many IT KPIs, the assumption of normality does not hold [34], as is also the case in this analysis.

Because the assumption of normality does not hold for many IT KPIs, the reported p-values in the table should be lower in reality, as the kurtosis per group is higher (e.g., [31]). But even if we take this into consideration, it is unlikely that we should reject the hypothesis that the number of function points has an influence on the points used in the Gantt chart. Therefore, we cannot conclude that projects of different sizes should be treated differently.

To produce the normalized Gantt chart, we aggregated the data of many projects, because the dates vary heavily between projects, as we will illustrate in further detail. In Figure 5, we show the start date per phase for all projects in a beanplot [15]. In this plot, the small green lines represent individual measurements, while the overall density is also shown as the shape in lilac. The prominent black lines show the median of the start time per phase.

As is shown in this beanplot, there are some projects that start before there is a budget. With in-house software development, this is something that is sometimes carried out, as the risks are accountable to the same party anyway. In an outsourcing setting, this will be less common, as an insourcing party then bears the risk of not being paid. Therefore, the process is likely to change after an outsourcing transition, which affects the planning of the projects. This effect can be simulated as shown later in this paper.

Also shown in the beanplot is that the distributions appear to have heavy tails; that is, there are sometimes huge deviations from the mean. The large variation we observed is not an uncommon behavior for IT data as elaborately discussed elsewhere [34, 35]. Recently, data points in the heavy tail are sometimes labeled as ‘black swan’ events. They are more prevalent than one thinks and cannot be simply rejected from quantitative studies [5]. Because of the large variation in the data, a deterministic approach with fixed times is likely to lead to inappropriate results when simulating such data, and we therefore advise a stochastic approach that does take the large variation into account.

Table I. Analysis-of-variance table for the relation between function points and the Gantt chart points.

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>Sum square</th>
<th>Mean square</th>
<th>F value</th>
<th>Pr(&gt;F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phases</td>
<td>15</td>
<td>266.163</td>
<td>17.744</td>
<td>446.1125</td>
<td>&lt;2e−16</td>
</tr>
<tr>
<td>Log(function points)</td>
<td>16</td>
<td>0.368</td>
<td>0.023</td>
<td>0.5781</td>
<td>0.9024</td>
</tr>
<tr>
<td>Residuals</td>
<td>2932</td>
<td>116.621</td>
<td>0.040</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Median Gantt chart showing overlap and duration of the phases of software production for 318 information technology projects.
3.2.3. Computing benchmark. Earlier, we described the available data in this organization. We showed how to select comparable projects to compute a reliable benchmark. Based on the selected data, we then calculated the durations of the different phases.

The average duration of the IT projects in the old development process was 164 working days. Although we have information on the duration of the phases, the data did not allow determining of the exact number of days spent on waiting for approvals. Together with experts of the organization, and the data we did have, we estimated this to an average of 20 working days in the old situation. In our simulation of the newly proposed process, for simplicity, we will only take approvals into account because they form the main difference due to changes in process. While it is possible that the other subactivities are performed faster, waiting for approval cannot be improved upon. For the subactivities that were not approvals, no data were available for the old situation.

Using these benchmark values, we can assess the impact of the change in development process on the project duration.

4. SIMULATION

In this section, we determine the impact of the change to the new development process on the project duration. By estimating the project duration with the new development process and the historic benchmark found in the previous section, we will be able to assess the change of process, allowing for a fair assessment of the influence of the outsourcer.

To be able to separately measure the effect of a change in process after a transition, we turn to simulation. Software process simulation [17, 38] enables us to estimate the outcomes of the proposed process, if all the relevant and necessary data to carry out the simulation can be provided by the designers of the new process. Fortunately, this turned out to be the case in our case study.

There are multiple methods to do such a simulation, which we show in Section 4.1. We will illustrate a simple method in Section 4.2. But because the simple method has some drawbacks, in Section 4.3, we will use a more refined method. In Section 4.4, we validate the assumptions on which the simulation is based using real data that became available after an altered but comparable version of the transition was made. In this altered version, considerably fewer approvals were put into the process to reduce negative impacts found by the simulation we discuss in this section. Afterwards, it turned out that our simulation steered decision making into the right direction.

4.1. Simulation of a development process

First, we discuss the different types of simulation. Basically, for simulating a development process, we identify two types of stochastic simulations: plain Monte Carlo simulation and discrete event simulation. We briefly introduce both in the context of simulating development processes.
Plain Monte Carlo simulation [20]. In this type of simulation, values for times of different events are being drawn from given probability distributions. These values then become subject to simple calculations, like summation and taking the maximum of a set of values. After repeating these calculations many times, conclusions on the behavior of the process are drawn. This type of simulation is best suited for more global simulations, for example, on the project level in a software development process. We will give an example of this type of simulation in Section 4.2. In the literature, we found examples of this type in articles of Raffo [24]. Plain Monte Carlo simulation is supported by a large variety of tools, for instance, by Microsoft Excel and a plug-in like Crystal Ball [9].

Discrete event simulation. In this type of simulation, scheduled events take place and are executed. Events are, for instance, the start of a project, the approval of a certain step, and the end of a project. The simulation environment allows for the existence of multiple entities at the same time (e.g., multiple software development projects). Next to that, a flowchart visualization of the process at hand is often built in for standard simulation tools.

Usually, building blocks like an entity initiator, a worker with queue, and blocks to combine and separate the work flow are available for building a simulation model. For each step in the process, parameters on the amount of time it takes are settable. Discrete event simulation is used in our case study, mainly because of the ability to visualize the process being simulated via swim-lane diagrams. It also offers extra flexibility; for example, it simulates queuing in case multiple projects have to be handled simultaneously by the same persons. In the case study presented in this article, queuing is not taken into account, however. In conclusion, discrete event simulation is a more detailed form of simulation oriented around the execution of events, which is more suitable for process-oriented applications.

4.2. Drawbacks of plain Monte Carlo simulation

We will illustrate the workings of the plain Monte Carlo simulation at the activity level with Excel by using an example. In Figure 6, we show the use of Excel as a simulation tool for a straightforward process consisting of four steps. First, there are three consecutive steps, followed by one step consisting of three parallel substeps. The average times taken by each step are estimated, and an exponential distribution is assumed. An exponential distribution is in accordance with a situation where the expected waiting time does not change if you already know that you have waited for a certain duration (like throwing a die each day and waiting until you throw a six). A sample from the

Figure 6. Screenshot of Monte Carlo simulation with Excel.
exponential distribution is drawn in Excel by using the formula \(= \text{[average]} * -\ln(\text{RAND()})\), with \([\text{average}]\) being the mean of the wanted distribution, as shown in the screenshot (Figure 6).

Using the values drawn from the exponential distributions, we obtained an estimate for the complete four-step process. As the fourth step is only completed until all signatures are received, the maximum of three such distributions is used, given by the formula \(= \text{MAX(D5:D7)}\) (for column D). Totaling the steps (using \(\text{SUM()}\)), we calculate the total approval duration of the process, amounting to 13.7 working days in this case (given by field D9). This is only a single-point estimate, which of course is not very accurate. Therefore, we have to simulate this process many times. In this example, we do this 10,000 times. For our 10,000 iterations, the average approval time is estimated at 9.96 working days. Of course, we want to know how reliable such an estimate is. An indication is given by a 95% confidence interval. In 95% of such intervals, the sought value is contained. Excel readily provides functionality to calculate such an interval, in this case, by using the formula \(= \text{CONFIDENCE}(0.05, C14, 10,000)\). Therefore, we have a good indication that the sought value lies between 9.87 and 10.05. If one does more iterations than the 10,000 we did here, this interval will be even smaller.

Suppose 10 days’ approval duration is acceptable by management. Then, it seems that this target is met. However, the number of times the target of 10 days is actually met is just 57%, which is not very high.

A solution could be to scrap the signature from the company and the signature from the maintainer, leaving only one necessary signature at step 4. Doing so leads to an estimated service level of 73%, which is much more acceptable. Using Excel, the answer to such a what-if scenario is produced with ease (by filling in a zero in cells C5 and C7).

This simple method of simulation also has some disadvantages. For example, it is quite hard to put rejections and other ‘loops’ into the spreadsheet model. Also, it is hard to run multiple processes together into the model to do stress tests and obtain an idea of the queuing that occurs, for example, if one wants to observe the effect if everybody needs approval from the same person at the same time. Next to that, visualization is not offered by Excel, and some advanced statistical analysis is not easily available, at least not without plug-ins. Because of these disadvantages, we advocate the discrete event simulation. We used this technology for our final simulation.

### 4.3. Simulating our case study

In Section 3.2.1, we have shown that there is presently an overlap between the DSDM phases. Because of this overlap, the duration of a project cannot be calculated by adding the durations of the different phases. This also means that when we simulate each phase separately, it is not immediately clear how to aggregate the total duration from its parts. However, we found out from the organization that in our simulation, this is not a problem. In our case study, the proposed process is more formal and involves many parties, which implies that, say, the testing company will not start before an official approval, if only to avoid invoicing problems. Moreover, before a next phase is commenced, usually approvals of more than two parties are necessary, because in our case, a multiparty setting is at hand. Therefore, we aggregated the total duration of the approvals in the new situation by simply adding the durations of the parts. Note that we only took approvals into account in this aggregation, but it is likely that some of the other activities also overlapped in the old process, making the results of our simulation conservative.

In our case study, a new development process is proposed, which by definition could not have been utilized. The organization has designed this proposed process, and one of the design artifacts is a so-called swim-lane diagram [14]. Within this diagram, various moments for approvals are modeled. The designers of the diagram were able to estimate the duration of individual approvals.

For our simulation, we used a simulation environment called Arena [18], a commercial system from Rockwell Automation, Inc. In this program, we encoded the swim-lane diagrams that were designed for the outsourced situation. In Figure 7, we depict the result.

Each of the squares represents a step in the activity like the steps in the activity level in Figure 2. Figure 7 shows a simulation at the activity level focused on the activities during the DBI, with different actors shown in a swim-lane diagram. We also carried out such simulations for the BS and the FMI.
As previously mentioned, we only simulated the approval durations in our case study because of simplicity and availability of data. So, we assumed each step of the process to have zero duration, except for the approvals, as these make the difference between the old and newly proposed processes. In total, tens of approvals were modeled.

The organization identified two types of approvals, one to sign off documents or decisions and one for reviews. The sign-offs were expected to take two to four working days and the reviews three to five working days. We modeled both these approval durations with triangular distributions, because the mean values of three and four working days were expected to occur most frequently. Also, the probability of hitting the outer values was originally expected to be very low, while exceeding the outer values should not occur, which is also the case for a triangular distribution.

Rejections, rework, and re-approvals were not taken into account in these estimated approval durations. The organization expected that these effects would not influence the process much; later on, we will see that they were right about that but that, in some cases, the approval durations were much higher than expected. In all three cases, we checked with the designers of the newly proposed process whether the simulation model represented the different actors shown in the swim-lane diagram correctly, and they agreed.

4.4. Validation of the simulation

An important aspect of any simulation is the validation of the results. Before we show the results of our simulation, we therefore first validate the major assumptions on which the simulation is based. Because the process that was simulated in this paper was never put into practice, and we cannot show the actually implemented process because of confidentiality, we cannot directly validate the final outcomes of the simulation. It is, however, possible to test the important assumptions on which the simulation was based. Namely, after IMPL, we gathered data that were automatically collected by the work flow management software used in the new process, an altered but comparable version of the proposed process we simulated. We base ourselves on 1 year of data on 761 development projects, which had multiple approvals per project and followed the same approval process.
In this section, we compare the real-world data with our simulation. The data have a working-day accuracy, because working-hour accuracy was unavailable and is also hard to define because of differences in working times, for example, because work is performed in different time zones, which makes it unclear which hours should be considered working hours.

We validate three major assumptions made, which all turned out to be valid for conservative scenarios.

The first major assumption that will be tested is the duration of the approval times. It was assumed that a review would take three to five business days. In Figure 8, the solid line shows the distribution of the approval duration for a review step in the process that was finally implemented, an improved version of the proposed process that we simulate. The median of the number of business days measured is four business days, which is in agreement with the three to five business days that was assumed. There were some reviews that take less than 3 days, so the distribution is in fact not really triangular between three and five business days. A large part of the distribution is reasonably modeled by a triangular distribution between 0 and 8 days, as shown by the dashed line, so a triangular distribution with a mean of four business days models common situations. The high end of the distribution is, being over 60 days, larger than was expected. This means that the results of our simulation will be conservative. In the real-world data displayed in Figure 8, rejections, rework, and re-approvals are present. In our simulations, we did not incorporate them because they were estimated not to influence the 3–5 days much. This assumption is therefore true. Of course, leaving out this assumption, the location of four business days for the expected approval duration holds, while the variance of one business day in a triangular distribution is only true for conservative scenarios.

The second major assumption is that the approval durations of different steps in the process are independent of each other. However, for two steps that were actually put into practice, a formal statistical test showed that they were dependent. We initially obtained a $p$-value of 0.0016 for Kendall’s rank test [33, 7], which indicates that there was a correlation. The reason for this was that we originally put our full data set of 1762 projects into one group, but some projects follow a special process, in which these steps were either more complicated (for the largest projects) or simplified (for small change requests). After removal of small, amendment, and special (very large) projects, we were left with 761 normal projects, and there was no longer an indication for correlation between steps. The smallest $p$-value we obtained was 0.12, indicating no correlation. We also did not spot any correlation after plotting the data. In Figure 9, the approval durations for two of the largest steps in the implemented process are shown, indicating no correlation. For the majority of the projects, the second major assumption of the simulation holds. It does not hold for the complete portfolio because in the process that was finally implemented, some refinements were made for special projects. In the proposed process that we simulate, there are no special projects. Therefore, the assumption of independent approval durations in the simulation holds.

---

**Figure 8.** Density plot of one of the actual approval durations in the implemented process. Some random uniform noise (jitter, [6]) is used to show overlapping points. The dashed line is a triangular distribution at the same location as in our simulation, but its variance is higher.
A third assumption is that there are no upward or downward trends in the data, because we will simulate a stable situation and give stable results.

If there is a downward trend in the data, for example, because the process becomes better understood and the time it takes to complete a step decreases, our simulation should not return stable results. In Figure 10, we show approval durations over time for a single step right after implementation of the new process. We show the average duration as the dotted line and a normal kernel smoother [33] as the solid trend line. It is clearly visible that there are correlations over time; the trend line is not very flat. Approval times of subsequent projects tend to be more equal than if you would take two random projects. Queuing is a likely cause of such correlations, which because of simplicity, we did not implement because it will almost average out. Over a longer period, queuing in a stable queue only increases the time spent waiting for approval, which we did take into account in our predictions for the waiting time. The trend line shows no upward or downward trend and just fluctuates around the mean; otherwise, we should have adapted the simulation to take trends into account. Using a formal statistical test for trends, namely trend.test [13], with a p-value of 0.759 for a Spearman rank correlation test and a p-value of 0.356 after 1000 runs of its bootstrapped variant, indeed no statistical evidence was found for increasing or decreasing trends. Therefore, the approval duration is stable enough to not severely affect the outcomes of a simulation such as the one carried out in this paper.

A final assumption, which unfortunately could not be directly validated, is that for the purpose of comparison of processes, we only need to take into account the differences in approval duration. There are no data available to directly test this assumption. Based on a qualitative analysis of the

Figure 9. Scatter plot of one of the actual approval durations for two reviews in the newly implemented process. Some random uniform noise and a log–log scale are used to show overlapping points.

Figure 10. Actual approval durations for a single review over time show a correlation but no upward or downward trend.
activities and their positions within the processes, we found this assumption reasonable for our simulation, as the main difference between the two processes was formed by time taken for approvals, and a better approach was not available because of a lack of data.

5. RESULTS

Using the data and methodology of the previous sections, we simulated the approval durations of the BS phase, the FMI phase, and the design-and-build phase, because for these three phases, a new process was proposed. Using the *ex post* validated assumptions described in Section 4, each of the phases was simulated 10,000 times. By doing this 10,000 times, we obtained reliable estimates. Figure 11 depicts the results of the simulation. The proposed process spends on average 20 waiting days for approvals for the BS, another 21 for the FMI phase, and 26 days for the design-and-build phase.

The average waiting time for approvals is between 26 and 67 days depending on the overlap. We learned from the organization that the individual approval durations had to be added because of the formalities in the proposed process, which resulted in a total approval duration of 67 days.

In the original situation, we had an expert estimation of an average 20 days spent in total on approvals. Note that the old process contained a single formal approval point providing for a final go/kill decision. The formalization of the process thus introduces on average 67 – 20 = 47 days’ extra approval duration. So, a project takes on average 47 working days more because of extra approvals. Given that the mean duration of a project using the old development process is 164 days, this means an increase of 47/164 = 29% in duration. So the correction factor as stated in Section 2 for time to market due to changes in process needs to be 1.29 in case the proposed new development process will be implemented.

We consulted the organization about this large increase in approval duration, and it was clear that this was an unwanted situation corroborating their intuition that the process contained too much regulatory overhead. The time to market would simply not be acceptable. Based on our simulation and their intuition, the organization chose to use a less formal process in case of smaller projects and adapted the proposed process to decrease approval times.

Our analysis illustrates that with simulations, we were able to estimate the possible effects after transition at the time of contracting, before a single project was carried out using the proposed process. For the proposed process, we were able to estimate the impact of process changes. This enabled the effect to be accounted for in the negotiations on the quantitative measures in the contracts. This in turn helped in conflict prevention, which is in the interest of both the offering organization and the other parties involved in the outsourcing.

It took three person days to obtain the simulation result, and the statistical analysis took about six to seven person days. So with a marginal amount of effort, sufficient quantitative insight was created to steer the outsourcing transition, to prevent conflicts, and to support decision making about pragmatic modifications to the new development process.

Figure 11. Results of the simulation.
6. SIMULATION OF OTHER METRICS

In our case study, we analyzed time to market. In the introduction, we mentioned that also other metrics, in domains such as size, cost, quality, and productivity, are affected as a consequence of changing the software process. In this section, we will briefly touch upon these other metrics.

**Productivity** For the purpose of this paper, we think of productivity in terms of size divided by effort. We prefer to use a reliable size measure such as function points (e.g., [16]), in this case, function points per thousand hours.

Any extra effort spent because of a change in the development process directly translates into a lower productivity. If the amount of staff remains stable during the project, then an increase in project time also directly translates to a decrease in productivity, even if the staff is just waiting for approval. In this scenario, the same correction factor of 1.29 as we found for time to market is applicable. The same way of reasoning is also appropriate if one considers cost per function point.

The cost metric has, however, some extra difficulties in analysis, especially if the cost effect of software productivity tools is taken into account. For instance, the new development process can use a less expensive tool that will increase the effort but does not increase the cost, thereby not changing productivity in terms of function points per monetary unit.

Theoretically, staff could do other work perhaps on a different project so that no valuable time is lost. However, this will only resolve lost productivity due to approval durations to a very limited level. For it takes some time for knowledge workers to get into the so-called flow – a highly focused state of consciousness in which things go as if automatic and effortless ([8], pp. 110–113). Disturbing this flow, or partitioning knowledge work over too many different tasks, leads to no work effectively being carried out at all, also when it comes to IT work [10]. Therefore, large approval durations lead to time decompression [36], of which we know already for decades that it will negatively influence effort put in a project; it takes more effort to make the same functionality if you take too much time for it ([3], p. 472).

If the staff does not remain stable and less people are involved at a certain moment, the change in productivity is less dramatic. This would make the shock in productivity less prominent. Our model is easily extendable by incorporating the time at which an approval occurs and adjust for this time, for example, by using a Rayleigh distribution (e.g., [3]).

The simulation also shows that the proposed process had signs of overregulation. In a paper by Verhoef [36], overregulation is found to have a significant influence on the productivity. In that paper, an organization that had a low productivity compared with the benchmark found among peers is described. That case study also found that 20% of the total project duration consisted of waiting for approvals, which turned out to explain a significant amount of the difference in productivity. The simulation in our case study shows that in the proposed process, an estimated $\frac{67}{164 + 47} = 32\%$ of the total project duration will consist of waiting for approvals.

**Size** Size is usually unaffected by a vendor because the client is normally the one who decides on the scope of projects. Changes in size should therefore be attributed to a change in process. It could, for example, be that smaller projects are launched because projects of a certain size are allowed to follow a different process. It could also be that projects are consolidated into one giant project so that the regulatory part is only necessary once. An effect that could be caused by a vendor is that larger projects are implemented because the budget now allows it, but in our experience, this effect is limited.

**Quality** Quality is affected by both the change in process and the change in supplier. Quality improvements or deteriorations due to the change in process can be estimated by impact studies of similar measures. In theory, simulations could be used to measure the impact of the introduction of various (approval) measures into a process, but in practice, it might be hard to gather hard data on the quality that such measures add.
Cost Cost is affected by both the change in process and the change in supplier. The effects caused by
the change in process can be attributed by breaking down the changes in different steps. The costs of
waiting and doing nothing have to be counted as well, for which a simulation of the increase in waiting
time is useful.

7. USES FOR SIMULATION

So far, we have mainly illustrated how simulating a proposed process helps in finding a correction
factor for discontinuities in IT metrics due to changing the process. But simulations of new
proposed processes are also useful in resolving other issues and gaining insight into the workings of
a proposed process before it is implemented. Some situations in which the use of simulation is
useful are outlined in the following.

• Simulation provides answers to questions such as whether the time needed for certain ap-

provals is acceptable. Can the time needed be reduced by removing approvals or by
adjusting the point in time where the approval is performed in the process? How much time
can be saved if not five but only three persons approve a document at a certain step? We
saw an example of such an analysis where we removed two signatures in order to improve
the SLA level.

• Simulation can also be used to find bottlenecks in the newly proposed process. What if a certain
step in a phase can only be carried out by one person? What will happen if 10 projects that all need
that same person’s approval are scheduled close to each other? How will this affect the total du-
ration of these projects? Could this bottleneck be solved by adding another person for this task or
are more needed?

8. DISCUSSION

An advantage of simulation is that it is possible to model any real-life aspect of a process into the
simulation. This is also a disadvantage because models tend to become very complicated, hard to
implement, and incomprehensible. Or, as Box stated in 1976 [4]: ‘Since all models are wrong the
scientist cannot obtain a “correct” one by excessive elaboration. On the contrary following William
of Occam he should seek an economical description of natural phenomena. Just as the ability to
device simple but evocative models is the signature of the great scientist so overelaboration and
overparameterization is often the mark of mediocrity.’

To prevent this overelaboration, models should be kept simple. In this case study, we also made
numerous simplifications. For example, we did not take the time into account to create the extra
documents needed for the process that was proposed. Extra documentation increases the total time
to execute a project in the new situation. Another simplification is that we only focused on
approvals and did not include other activities that take place at the same time as well. We did not
implement queuing, which is a cause of extra delays. Therefore, because of the simplifications, our
estimates are most probably conservative.

Despite the simplifications, we believe that having such estimations is far better than having no
estimation at all, or having an overelaborated model. In fact, it can be argued that a simpler
simulation is easier to understand and more time efficient. In our case, a simulation of a proposed
development process led to a change of plan, and a simpler process was implemented.

Finally, we must warn that a negative change in an IT metric such as productivity in terms of
function points per dollar is not necessarily a bad situation. For example, if the amount of function
points produced per day goes down, it could well be because the approvals in the improved process
forced the organization to put more emphasis on requirements engineering and risk management.
This way, it is more likely that instead of building unnecessary functionality, only the essential
function points are put in production, instead of mindlessly producing functionality. Also, more
approvals allow for more moments to intervene in a project and assess whether the risk of failure for
the project is still within bounds. If the expected risk is too high, risks should be mitigated first before proceeding further. Another important aspect is the quality of the software produced, which is often a reason for introducing a more formal process. Although this may lead to lower productivity, it is certainly a better overall situation. Similar arguments apply to the other metrics.

9. CONCLUSIONS

Often, an outsourcing contract contains quantitative targets for productivity, cost, quality, and time to market. To prevent future disputes about meeting these targets, their effect on the transition needs to be taken into account. We have shown that an outsourcing transition affects IT metrics in two ways. First, they are influenced by changes made in the development process. Second, they are affected by the change of supplier. For assessing the change in IT metrics due to the change in the development process, we proposed a simulation method that calculates a correction factor to assess the performance of the supplier in a fair way.

In this paper, we illustrated a real-world case in which simulation was used to quantify changes in IT metrics after outsourcing transitions. Actual data supported the assumptions on which the simulation was built. Using the simulation, we were able to advise the organization successfully that their proposed development process had to be adapted so that the balance between a more formal process and time to market was more in line with their demands.
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