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Chapter 1

Introduction

This chapter introduces the research topic of this thesis - *Using background knowledge in ontology matching*. Ontology matching has its roots in the knowledge representation and reasoning area. It is crucially important to knowledge-based information systems because many application scenarios need solid automatic techniques for ontology matching. The field attracted a lot of attention recently, and its active research community developed many prototype matching systems. This thesis is part of a recent trend to use background knowledge in the reasoning process.

To position the contribution of this thesis, we will briefly overview the historical origins and discuss the importance of ontology matching. We will refine the research topic to specific questions addressed in the rest of the thesis, and then we will summarize the major findings and the scientific contribution of this thesis.

1.1 Origin of ontology matching

*Knowledge Representation and Reasoning* explores different ways to organize, store and maintain knowledge in an information system in a way that will enable logical deductive reasoning, and consequently the execution of some "intelligent" task [Sowa, 2000, Davis et al., 1993]. The field has been and is constantly changing. Up until now people explored different formalisms to represent knowledge and reason about it.

*Semantic networks* [Woods, 1985] are based on the idea of human associative memory [Quillian, 1985]. They can be thought of as directed graphs...
where the nodes represent concepts and the edges represent semantic relations between the concepts. They involve fairly loose semantic associations that are nonetheless useful for human browsing. Semantic networks have been used further to represent logic descriptions, such as *Existential Graphs* [Hammer, 1998] of Charles S. Peirce or *Conceptual Graphs* [Sowa, 1979] of John F. Sowa. Based on the Semantic Networks are also the so called *Frame-Based Systems* of Marvin Minsky [Minsky, 1985]. The idea of a frame system is rather simple: A frame represents an object or a concept. Attached to the frame is a collection of attributes, potentially filled with initial values. These values remain dynamic throughout the time and can be altered to correspond to a particular situation, therefore making possible to answer questions about the situation. Semantic networks also led to the early work on *Description Logics* [Baader et al., 2003] today better known after the introduction of KL-ONE [Brachman, 1977]. This work began with the goal of making term definitions in semantic networks more precise. Description Logics provide very expressive representation and reasoning languages with precise semantics. Sometimes not all of their expressiveness is needed, and weaker languages are used to enable the construction of automatic reasoners that can provide complete (and sound) inference in a tractable manner. Modern languages covering this spectrum of expressivity are *RDF*, *RDF-Schema*, *OWL*, *KIF*, *RIF(Rules)* and others.

At the present time ontologies are commonly used way to formally specify the knowledge in a domain. According to [Gruber, 1993], an ontology is a formal specification of a domain conceptualization. It distinguishes the different components that constitute the domain, and relates these components to one another to formally capture the knowledge of the domain. It also describes the vocabulary of that domain. The goal of such formalization is to create a machine processable model of the domain.

In the context of ontologies, knowledge modeling refers to the process of constructing an ontology as a conceptual representation of the domain knowledge. Typically a model will refer only to some aspects of the domain knowledge, and two models of the same domain may be essentially different, that is, the difference is more than just a simple renaming. This may be due to differing requirements of the ontology’s end users or to conceptual or esthetic differences by the modelers and decisions made during the modeling process. This phenomena of generating different models for a single domain is known as heterogeneity in the ontologies. The problem to integrate such different ontologies which model the same or closely related domains is called *Ontology matching*. This problem is also known under various other names: *Ontology integration*, *Semantic integration*, *Ontology mapping*, On-
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Current trends such as the Semantic Web [Berners-Lee et al., 2001], need automatic or semi-automatic solutions to the ontology matching problem. This can be either because the ontology size is too large to do the matching task manually, or because the ontologies evolve through the time and the matching is needed on a periodic basis. Depending on the application, different characteristics of the solutions are put forward as more important: quality, tractability, scalability, etc. [de Bruijn et al., 2004, Euzenat et al., 2004]. Lacking these solutions is a bottle-neck for the Semantic Web which envisions automatic knowledge sharing and manipulation on the Web. The importance of ontology matching is in the "sharing" part, namely, if no standardized interaction scheme exist, any form of combining ontology will first require a successful matching on the involved ontologies.

1.2 Need for ontology matching

The conflicts to be resolved in ontology matching are caused either by the use of different terminology or by differences between the conceptual models underlying the ontologies being matched. In some domains there is no ground truth, i.e. no authority exists that can confirm or disconfirm statements about the knowledge in the domain. A good example is the music domain where genres and styles are widely used to describe the music, but no agreement exists on the meaning of genres [Aucouturier and Pachet, 2003], we will discuss this example more extensively in Chapters 6 and 7.

As we mentioned above, depending on the task different matching qualities can be favoured in the solutions. When ontologies are integrated for the purpose of serendipity in human browsing\(^1\), for example, the integration is more important to be complete than precise - the user will be happy to see related subjects even if they are not exactly the ones he required. On the other hand, if the matching task is to reclassify patients from one to another hospital system, the diagnose must not be mistaken by any cost, and then the preciseness is much more favored over completeness. This shows that the success of ontology matching solutions very much depends on what the produced matches will be used for.

Ontology matching use cases are often discussed in the ontology matching literature, see [de Bruijn et al., 2004, H.Wache et al., 2001]. We will now

\(^1\)The user browses one ontology and at the same time related subjects from another ontology are displayed along
describe some representative and well-known examples:

• **Web service integration.** The process of discovering web services can be understood as the process of finding a web service that fulfils a certain goal. The web service providers and the parties searching for such services can both describe their preferences and offered services using ontologies describing the domain of interest. Detecting the web service that corresponds to the profile described in the search preferences is actually matching the two, when a successful match is found the service can be proposed to the searching party as a possible solution.

• **Matching catalogues.** Many of the e-Commerce applications publish the goods and services they offer in an electronic catalogue. The users can purchase goods by selecting some of the items in the catalogue. In many scenarios, the online goods and service providers depend on successful integration of different catalogues.

Some of the online stores publish their catalogues in larger online e-malls which offer a variety of goods from various suppliers, and in order to do this, i.e. publish their offer, they have to integrate their offered items with the catalogues that the e-mail offers.

The alignment of different catalogues is a very challenging task because the goods and services are usually described through many different attributes, but they are of crucial importance to be accounted for in order for a successful integration to be performed.

• **Integrating multimedia resources.** A major challenge for multi-media archives is to offer efficient and intelligent information retrieval to the end users. The amount of multimedia content is vast and stored in digital collections which usually accompany the content with semantically different metadata. Currently it is believed that a good solution to the retrieval will need a successful integration of the semantically heterogenous metadata annotations.

• **Peer-to-peer information sharing.** In Peer-to-peer usually there is no centralized authority that dictates the schema to be used by all peers in the network. The network is unstable due to the possibility that different peers can join and leave the network at any time. The nature of peer-to-peer setting requires that the different peers interoperate

---

2Some existing networks do have a centralized schema to which all the users have to comply: eMule http://www.emule-project.net/ uses a standardized schema for the content being exchanged throughout the network
and exchange information at run-time, and this requires the establishment of matches between their local schemas to enable the exchange. The success of such a scenario largely depends on the reliability of the ontology matching solutions to enable the information exchange.

- **Integrating document classifications.** Finding documents of interest in the overwhelming amount of available scientific publications is increasingly problematic. An attempt to reduce the problem is made by constructing different classification schemas, however, this still poses a big problem to the community in the sense that the retrieval of relevant documents is conditioned by having a unified access to all the different classifications at once. The semantic integration problem is two-fold in this setting: the classifications need to be integrated to provide a unified view to their content, and this integrated view can be further combined with the semantic analysis of the document’s content to successfully identify the documents of interest. Among the others, an example of a large-scale integration effort is UMLS, which counts the indexed entities in millions [Bodenreider, 2004].

## 1.3 State-of-the-art matching tools

State-of-the-art matching tools combine multiple approaches to produce a matching between ontologies. The main components are usually lexical and structural matching techniques. The lexical techniques detect similarities between the elements using their names and descriptions, and the structural exploit the information of how the entities are structured within the matching ontologies to find the similarities. In this section we do not aim to give an exhaustive state-of-the-art survey. Instead, we briefly point to some of the main players in the field. An exhaustive and up-to-date survey can be found in [Euzenat and Shvaiko, 2007].

- **Prompt** [Noy and Musen, 2000] is a tool that offers a semi-automatic solution to the ontology matching problem. Prompt executes some tasks automatically, and based on the results interacts with the user when user’s assistance is needed. When performing the automatic matching part, or after taking an input from the user it checks for inconsistencies and suggests solutions to the user for these problems. Prompt takes two ontologies as input, and produces one merged ontology as a result. It operates iteratively, first suggesting a list of matches,
and then giving the user the possibility to either change some of the suggested matches or introduce new one. After the user’s intervention, it recalculates new suggested matches taking into account all the previous user actions. The process ends when the user is satisfied with the produced resulting matches.

• *Cupid* [Madhavan et al., 2001a] is a generic schema matching tool that discovers mappings between schema elements based on their names, data types, constraints, and schema structure. It makes integrated use of linguistic and structural matching, context-dependent matching of shared types, and it is biased toward leaf structure where much of the schema content resides.

It uses automated linguistic-based matching component to find correspondences between the elements in the schemas. It considers the similarity of atomic elements (i.e. leaves in the schema) as crucial in the matching, assuming that most of the semantics is captured in them. It is able to find context-dependent matches which is used in different schemas.

• *Coma++* [Aumueller et al., 2005] is a schema matching system developed with a purpose to provide a platform that can combine multiple matching techniques in a flexible way. The framework offers the possibility to flexibly combine different matchers, and also enables the results of one applied technique to be reused in another matcher. The experience of using COMA, according to [Do and Rahm, 2002], shows performance superiority of combining matching approaches, and indicates a high value of reusing matches.

• *HMatch* [Euzenat et al., 2006] is a system which intends to find semantically corresponding concepts from two ontologies with the same or closest meaning. The semantic closeness is calculated as a compound value of lexical similarity which uses Wordnet for lexical variations, and structural similarity which accounts for the context of the concept in the ontology. The concept’s context include its properties, property values and relations to the other concepts in the ontology. The semantic closeness is represented as a value in the interval [0, 1] and the matches are produced by setting a threshold which when surpassed the system will report a match between the comparing concepts.

• *RiMOM* [Euzenat et al., 2006] is a tool for ontology alignment which combines three different strategies to produce an ontology matching. It uses a lexical matching component based on edit-distance similarity
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(see Chapter 2 for description of this technique), statistical learning component, and a structural component based on similarity propagation among concepts and properties.

The tools *Falcon-AO* and *FOAM* were used in our experiments, and we will describe them later in Chapter 4. *Falcon-AO* is well known by its success in the Ontology Alignment Evaluation Initiative, it achieved the best performance results in OAEI 2005 and 2006. Other sources for an overview of the tools being currently under active development are [Euzenat et al., 2006, Euzenat et al., 2007].

1.4 Contribution of this thesis

This thesis contributes to the research topic of using background knowledge in ontology matching. The research was conducted using real-life data from different domains: medical, music and agriculture. The main question this thesis aims to answer is:

**How can background knowledge be used in ontology matching?**

To provide an answer, we distinguish more specific research questions addressing different aspects of the topic:

- **1. Can the use of background knowledge contribute to the state-of-the-art ontology matching tools?**

  The use of background knowledge can contribute to the state-of-the-art ontology matching tools. In Chapter 4 we compare the use of background knowledge against the performance of the state-of-the-art ontology matching tools *Falcon-AO* and *FOAM*. We conducted the research on a case study which is representative of many realistic matching cases, and we involved domain experts in the process of assessing the matching performance.

- **2. What is the benefit of using multiple ontologies as background knowledge simultaneously?**

  In Chapter 5 we show that the cumulative use of multiple background knowledge ontologies can result in better performance than using any of them alone. When adding more background ontologies, the recall increases considerably in a monotonic manner while the precision changes depending on the quality of the background knowledge - high quality results in high precision and low quality results in low matching precision.
• 3. How does a combination of different domain relations in the background knowledge contribute to the matching performance?
In Chapter 6 we show that combining relations of different types within the background ontology is more beneficial than using relations of a single type. Relations of different types need careful consideration on how they can be combined, but the analysis shows that even relation types of very different nature can be successfully combined.

• 4. How flexible is the scheme of using background knowledge in ontology matching?
In Chapter 7 we show, first, that background knowledge can be applied not only to discover ontology matches but also to improve an approximate matching discovery, and second, as background knowledge we can also use other sources of knowledge - in our case it is the Google search engine. This way as a background knowledge we make use of the huge amount of knowledge that is implicit in the current Web.

Using background knowledge in ontology matching is practically feasible and useful. It provides a clear contribution to the existing matching techniques. Importantly, it shows the following desirable properties: it is feasible to combine multiple background ontologies for a cumulative benefit, it is useful to combine different domain specific relations within the background knowledge, and it is feasible to use an unstructured source of information as background knowledge instead of the structured ontologies.

In the next chapter we will provide a survey of the related work which can be found in the literature on ontology matching. We will focus on the essential techniques which are employed in the matching tools. In chapter 3 we will describe a formal framework which we use in the rest of the thesis. Finally, in Chapter 8 we will summarize all the findings of this thesis and discuss the important research directions for the future.
Chapter 2

Related work

The ontology matching problem is known to the artificial intelligence re-
search community for the past few decades. It was known under various
names: semantic integration, ontology integration, ontology alignment, on-
tology matching, etc. First recognized in the field of knowledge representa-
tion and reasoning, the problem was identified when knowledge bases were
developed that could benefit from one another. Such knowledge bases would
for example describe the same or very related domains. Realizing this pos-
sible mutual benefit requires their integration, that is establishing a kind of
bridge between them.

The state of the art on ontology matching is not restricted to a single dis-
cipline, in the database community much work has been done on integrating
schema and instance data from heterogeneous databases. The distinction
between databases and ontologies can be seen in the definition of seman-
tics. The DL-based OWL ontologies, for instance, use open-world, whereas
relational databases use close world semantics. Good recent comparison is
presented in [Motik et al., 2007]. Furthermore, database matching is usually
restricted to the traditional relational model [Codd, 1970], while ontology
matching uses a richer data-model such as hierarchical (e.g. RDF Schema), or
even richer like description logic. Yet, as discussed in [de Bruijn et al., 2004],
these distinctions are minor as regarded to the scope of integration, making it
possible to consider the work done on schema matching in the database area
as a form of ontology matching. Good sources for an overview of database
schema integration are [Roddick et al., 2003, McCallum et al., 2000].

In this thesis we discuss the problem of ontology matching, emphasizing
the paradigm of using background knowledge. For the purpose we divide the
related work in two categories: work on direct ontology matching and work on
using external resources in ontology matching. Other categorization criteria have been discussed elsewhere [Noy and Musen, 2000, de Bruijn et al., 2004, Euzenat et al., 2004, Shvaiko and Euzenat, 2005], and include: the representational complexity of the matching ontologies, the type of descriptions being matched, element-level v.s. structure-level, etc.

This division on direct matching, and using external resources in the matching is more of a gradual spectrum than a strict division. Many techniques fall somewhere on the spectrum between these two extremes. When matching simple vocabularies, for example, one approach is to apply a generic edit distance type of metric. Depending on the language of the ontologies (that is the language used to name the entities in the ontology - English, German, etc.), some edits can happen more often than others. Having this language-specific information, one can modify the edit distance in such a way that it matches more accurately when used for that particular language. Similarly, domain specific knowledge can be used in the design of the matching algorithm itself. In some germanic languages words are often compounded together to form a new word - Hersen Tumor is written as Hersentumor (which means brain tumor in the Dutch language). Accounting for these constructions can boost the matching performance, [Aleksovski et al., 2006a]. Stemming [Hull, 1996] is yet another well-known example from Natural Language Processing (NLP) which uses the domain knowledge for a particular language to detect different word variations coming from the same origin.

In line with the given division, in the rest of this chapter we will first summarize the direct ontology matching techniques, and then review the techniques which use explicit external knowledge.

### 2.1 Matching ontologies directly

Techniques for matching ontologies directly use solely the information contained in the two ontologies being matched. This information depends on the actual ontologies, and comprises: text descriptions, relatedness of the entities (structure), topology of the structure, classified instance data, etc.

Different criteria can be applied to classify a direct matching technique. They include the general properties of the algorithm, the interpretation of the input information, the kind of input information, the expected output of the matching etc. More detailed discussions on this issue can be found in [Noy and Musen, 2000, de Bruijn et al., 2004, Rahm and Bernstein, 2001, Shvaiko and Euzenat, 2005, H.Wache et al., 2001]. However, the matching
techniques naturally cluster in four categories: terminological, structural, instance-based and global matching techniques. In this overview we use this categorization.

Each of the four categories can be subject to separate analysis and finer-grained division, but they are not entirely independent of each other. Some use the output of others as their own input. The structural techniques, for instance, are often considered not reliable when used alone, but combining them with the terminological matchers can result in a good matching performance.

Now, we introduce the formal notions that we will use in describing the techniques.

- **String** is a finite sequence of characters. Strings are referred to with non-capital italic alphabetic letters, and most often we will use \( x \) and \( y \) to refer to the two matching strings under scrutiny.
- \( S \) is the set of all strings.
- \(|x|\) denotes the length of the string \( x \).
- \( x[i] \) is the \( i \)-th character in the string. \( i \) ranges from 1 to \(|x|\).
- \( x + y \) is the concatenation of the two strings \( x \) and \( y \), i.e., \((x + y)[i] = x[i], i = 1..|x|\) and \((x + y)[i] = y[i - |x|], i = |x| + 1..|x| + |y|\).

### 2.1.1 Terminological matching techniques

Terminological methods compare strings. They match the text descriptions assigned to the elements in the ontologies like names, their alternative synonyms, comments, or identifiers like URI or URL. Terminological methods can operate with the text descriptions regarding them as simple arrays of characters, and also interpreting them as a meaningful text. The later use language-specific knowledge to detect different word forms or interpret meaningful constructions of word sequences like noun phrases, sentences, paragraphs etc.

**Term normalization.** Before terms are compared, they are usually normalized first. Among the numerous normalization procedures, some are:

- case standardization (convert all the alphabetic characters to lower case) to avoid case sensitivity in the comparison,
• elimination of multiple blank spaces in between words,

• diacritic suppression, that is replacing characters with diacritic signs with their most frequent replacement (for example replace à with a),

• punctuation elimination,

• digit suppression,

• stop-word elimination to discard words like the, of, a, when longer labels or whole pieces of text are compared, etc.

The normalization compensates for syntactical differences which are trivial for humans (in particular the language natives), but represent serious problem when automatic comparison is performed.

The terminological techniques produce a number as a result. It represents some kind of closeness detected between the comparing strings, and can have two scales: similarity and dissimilarity measure. In the first case a technique returns 0 when the comparing strings are different and other positive value when they are found equivalent. The maximal similarity value is obtained when a string is compared with itself (and this value is usually 1). Analogously, dissimilarity returns 0 when the strings are similar, and other positive value when they are dissimilar. That positive value characterizes the degree of dissimilarity between the comparing strings. Often, normalization to the result is applied. It can be used, for example, to bound the dissimilarity value to a maximum of 1, or can compensate for variable lengths of the compared strings.

String-based matchers.

String-based matchers calculate the similarity between two terms solely based on the strings representing the terms. Since this is a generic method, string-based matchers are widely applicable. However, their efficiency varies in different contexts because they lack any semantic account of the text being matched. Some commonly used similarity and dissimilarity metrics are as follows:

• **String equality** is a similarity measure \( \delta : S \times S \to \{0, 1\} \) such that \( \forall x, y \in S \; \delta(x, y) = 1 \) if \( x = y \), and \( \delta(x, y) = 0 \) if \( x \neq y \).

  In this form the measure is rigid, and its effectiveness is highly increased when normalization is applied first. Used without normalization it
would, for example, not detect that *Lion* and *lion* actually refers to the same thing.

When comparing two strings this measure determines whether they are equal or not, and in case the strings are different it does not say anything about how much they are different. The measures that follow do provide information about this difference.

- **Substring** is a similarity measure \( \delta : S \times S \rightarrow \{0, 1\} \) such that \( \forall x, y \in S \) \( \delta(x, y) = 1 \) if \( x = p + y + q \) or \( y = p + x + q \) for some \( p, q \in S \), and \( \delta(x, y) = 0 \) otherwise.

The substring measure is more relaxed than the equality measure. Terms like *Lion* and *Lions* will be reported similar by substring, but not by the string equality measure. On the other hand, *ion* and *Lion* will also be reported similar. Each pair of strings detected by the string equality will be detected with the substring measure as well. However, substring similarity has to be used carefully because the strings found similar can be very different in size, and consequently in their meaning. Used in specific contexts it has proven useful, [Aleksovski et al., 2006a].

- **Hamming distance** is a dissimilarity measure \( \delta : S \times S \rightarrow \mathbb{R} \) such that:

\[
\delta(x, y) = |\{i : x[i] \neq y[i]\}|
\]

The Hamming distance between two strings of equal length is the number of positions for which the corresponding characters are different. Put another way, it measures the number of character substitutions required to change one string into the other. When the strings are different in length, the measure results in a value not lower than the length difference. This measure is inspired by information theory, in the area of error detection and error correction codes, see [Hamming, 1950].

- **N-gram distance** between two strings counts the number of common substrings of equal length. Let \( \text{Sub}(x, n) \) be the set of substrings of \( x \) of length \( n \), then the n-gram distance is a similarity measure such that:

\[
\delta_n(x, y) = |\{\text{Sub}(x, n) \cap \text{Sub}(y, n)\}|
\]

An n-gram of length 1 is called unigram, length 2 bigram, etc. Usually this measure is normalized with the string length, therefore becoming a relative measure for similarity.
• **Edit distance (Levenshtein distance)** between two strings is determined by the minimum number of operations needed to transform one string to the other. The operators are restricted to affect a single character in the string. Given a set of operations $O = \{op : S \times S\}$, the edit distance is the dissimilarity measure $\delta : S \times S \to \mathbb{R}$ such that $\delta(x, y)$ is the minimal length of sequence of operations that transforms $x$ in $y$.

$$\delta(x, y) = \min(\{n : (\exists op_1, op_2, ..., op_n \in O)(op_1(op_2(...op_n(x)...)) = y)\})$$

The basic version published in [Levenshtein, 1966] accounts for substitution, insertion and deletion of a single character as valid operations. Levenshtein edit distance is probably the most widely used approximate string distance measure, with many extensions and variations. Some of them assign a cost function to each operation and then minimize the distance, that is the sum of all separate cost values for the operations in the sequence. The cost function of a single operation may produce different values depending on the characters involved in the transformation. Typically the variations of this distance measure alter the cost function that is assigned to the operations. The more known variations of this measure include:

- **Damerau-Levenshtein distance** is an extension of the Levenshtein distance that counts transposition as a single edit operation, rather than two. Transposition means exchanging two adjacent characters in a string. This measure is therefore the minimal number of insertions, deletions, substitutions and transpositions needed to transform one string to another. In his seminal paper [Damerau, 1964], Damerau stated that these four operations correspond to more than 80% of all human misspellings. He proposed this distance measure as a solution to the misspelling problem.

- **Needleman-Wunch distance** is the edit distance with a higher costs for insertion and deletion of character. It was proposed in [Needleman and Wunsch, 1970] and is commonly used nowadays in bioinformatics for the alignment of amino acid and nucleotide sequences. In their terminology the insertion and deletion operations are called gaps in the transformation. In the context of these sequences it is known that the gaps are much less likely to occur, and therefore they are assigned high penalty in the comparison.

- **Smith-Waterman distance** is described in [Smith and Waterman, 1981], allows different values for the cost function of a single
operation. It was developed to identify optimal alignments between related DNA and protein (peptide) sequences.

- **Jaro distance**, first proposed in [Jaro, 1995], is a similarity measure based on the number and order of common characters between the comparing strings. It is a dissimilarity measure \( \delta: S \times S \rightarrow \mathbb{R} \) defined as follows:

\[
\delta(x, y) = \frac{m}{3|x|} + \frac{m}{3|y|} + \frac{m - t}{3m}
\]

where

- \( m \) is the number of ”matching” characters from \( x \), meaning that the same character appears in \( y \) on a position not farther than \( \frac{\min(|x|,|y|)}{2} - 1 \) from its position in \( x \).
- \( t \) is the number of transpositions. This number is calculated by counting the matching characters in \( x \) different from the character in the same position in \( y \), and then divided by two. Intuitively, the transpositions can be understood as the matching characters which are out of order.

**Jaro-Winkler distance** is one known variation of the original Jaro distance. It uses a prefix scale which favors the ratings to strings that match from the beginning for a predefined prefix length. Details can be found in [Winkler, 1999].

**Language based terminological matchers.**

Language based matchers constitute the other main group of term-based methods. They assume that the ontology items have been given meaningful names or descriptions, and these are in the same language. They first perform morphological and syntactic analysis to normalize the terms, and subsequently match the normalized terms. They rely on the expressive and productive properties of the natural languages, meaning that the terms can be expressed in many different ways without intrinsically altering their semantics [Diana and Anaiadou, 1999]. This group of algorithms in the literature is positioned in the area of Natural Language Processing. A couple of the most famous include:

- **Stemming.** Morphological variants are most commonly identified through stemming algorithms. They trim words to their base form
by removing suffixes such as plural forms and affixes denoting declension or conjugation. For example, *cut, cutting, cuts* would be reduced to the single stem *cut*, making it trivial to recognize the same meaning behind.

- **Different word forms.** Besides their normal form, words, noun phrases and other expressions can be referred to using other forms which evolve through time. Such forms are the short word forms, with one specific type of short forms called acronyms. Examples of short forms are: *NRG* which when spelled sounds very similar to the pronunciation of *Energy* which is the actual intended meaning. The short form *A’dam* stands for *Amsterdam* which is a town in the Netherlands. Acronym is an abbreviation of a long noun phrase that consists of multiple words. The short form then consists only of the first or representative letters of each word in the noun phrase. For example, *FTE* means *Full Time Equivalent*, *XML* means *eXtended Markup Language* and *KPN* means *Koninklijke PTT Nederland* which even contains a nested acronym within the noun phrase. The new culture that evolves with online chatting and SMS in the mobile phone world has enriched this language set considerably.

- **Token-based distance.** The token-based similarity measures are usually applied to compare whole pieces of text, not only names. First, the text is segmented into tokens which are generally substrings of the text, and then the pieces of text are compared treating them as sets of strings (sets of tokens). When the frequency of occurrence of each token is taken into account, the comparison becomes comparing multi-sets of strings. They are regarded as vectors with each dimension corresponding to a token, and the value to its frequency of occurrence. Several versions of the Jaccard similarity, which we elaborate in 2.1.3, have been used in this context to compare the vectors as an intermediate step in comparing the texts. The performance of some of them is reported in [Bilenko et al., 2003, Cohen et al., 2003].

### 2.1.2 Structural matching techniques

Structural matching techniques use the underlying structure of the ontologies to perform the matching. An ontology in this context is regarded as a graph of interconnected entities, and the main idea behind this matching is that similar entities are likely to exhibit similar semantic neighbors (that is the
other entities in the ontology that they relate to). This information is used in several ways.

The graph can be treated as a purely topological structure, or as a hierarchical order. In the latter case the relation posing the hierarchical order is given a special treatment, since hierarchical relations are usually transitive.

Graph matching. In this approach a similarity measure is computed based on a topological correspondence between the two graphs. No special treatment is given to the different relations assigned to the edges in the graph. This viewpoint is taken in [Hu et al., 2005], where the structure of the ontologies is modeled as a bipartite graph. Similarity of two entities is calculated as accumulation of similarities of their involved relations (triples - two entities connected with a relation), and the similarity of relations is calculated as accumulation of similarities of their involved entities.

First, matched pairs of entities are found, typically by using some terminological matcher. This part is taken as input to produce additional matching pairs by comparing the structural similarity around the given pair. The method does not depend on lexical similarity per se, however, it has been reported that purely structural similarity is not accurate.

Hierarchical matching. In this case the hierarchical order of entities in the ontology is taken into account. Hierarchical order stems from transitive relation, and is therefore a partial order, i.e. Directed Acyclic Graph rather than an arbitrary graph form. Two main types of hierarchical order are the mereological and taxonomical.

- Mereological hierarchies connect the entities through part-whole relations. An entity lower in the hierarchy is part of any entity higher in the hierarchy to which it relates. Vice versa, the entity higher is composed of different parts which are its relating entities lower in the hierarchy. This generic relation is used in a wide range of domains: in geography to organize countries, regions, cities, rivers, etc.; in chemistry to express inclusion of substances (sugar is part of honey); in anatomy to effectively organize the vast amount of different concepts (hand is part of arm); and so on.

In some ontologies the part-whole relations are further refined for more accurate modeling. In the Foundational Model of Anatomy (FMA), for example, three types of part-whole relations are distinguished: constitutional part-of, regional part-of and systemic part-of [Rose and Jr.,
On top, attributes are attached to each relation to capture further details.

A method to discover part-whole relations was reported in [van Hage et al., 2006]. The study distinguishes six different kinds of part-whole relations. They are discovered in two steps: first, phrase patterns that encode the appropriate semantics of the particular kind of part-whole are discovered, and second, they are applied by searching through documents to find concrete instances of the relation.

- **Taxonomic hierarchies** connect the entities through a parent-child relationship. Taxonomy refers to a classification of things\(^1\), but in principle they are structured hierarchically.

In matching systems several different measures have been used to exploit the taxonomical structure. One such a measure is proposed in [Valtchev and Euzenat, 1997]. It is called structural topological dissimilarity on a domain. It measures the semantic distance as the shortest path between two nodes in the hierarchy. Intuitively, if the shortest path passes through entities high in the taxonomy, the semantic connection is weak and the entities are concluded dissimilar.

The hierarchical order of entities is used in matching mainly through several intuitive assumptions. Two entities can be considered similar if:

- their super-entities are similar,
- their sub-entities are similar,
- majority of their sub-entities are similar,
- majority of their super-entities are similar,
- all of their leaf entities are similar.

When applied in an actual matching system best performance is obtained when the above intuitions are combined in a sensible manner, see [Madhavan et al., 2001b].

---

\(^1\)Originally only for classifying organisms, [http://www.cmdr.ubc.ca/pathogenomics/terminology.html](http://www.cmdr.ubc.ca/pathogenomics/terminology.html)
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2.1.3 Instance-based methods

Instance-based matching uses the instances classified in the two ontologies being matched. The similarity between two classes is assessed by observing the number of instances that these classes share, their individual number of instances, and the total number of instances they contain. The most frequently used metrics are:

- **Jaccard similarity.** The Jaccard similarity between two sets $X$ and $Y$ is defined as the ratio between the size of the intersection and the size of the union of the two sets being compared:

$$\delta(X,Y) = \frac{|X \cap Y|}{|X \cup Y|}$$

where $|.|$ denotes the size, i.e., the number of elements in the set. $\delta(X,Y)$ equals 0 when the sets are disjoint and equals 1 when they are identical. This is very intuitive measure for the given setting as it measures the relative overlap of the two sets. There is also a probabilistic interpretation, namely the probability that a random instance from the union is in the intersection of the two sets.

- **K-Statistic.** A method to determine similar categories of documents from directory structures is proposed in [Ichise et al., 2003]. It adopts the so-called K-Statistic method for evaluating the similarity between the categories. The method exclusively relies on the categorization structure of the directories, i.e., without any reliance on the semantic information of the documents. The categories are thought of as classification criteria that determine whether a document should be classified into the category or not. Then for two comparing categories from the directories $C_s$ and $C_t$, four numbers are calculated:

- $N_{11}$ - the num. of doc. belonging to both $C_s$ and $C_t$
- $N_{12}$ - the num. of doc. belonging to $C_s$ but not $C_t$
- $N_{21}$ - the num. of doc. not belonging to $C_s$ but belonging to $C_t$
- $N_{22}$ - the num. of doc. not belonging to any of $C_s$ and $C_t$

Based on these numbers two probabilities are calculated: One is the observed occurrence of instances that are both in or both out of $C_s$ and $C_t$, i.e. the normalized form of $N_{11} + N_{22}$, and one on the coincidental occurrence of instances being both in or out, estimated by the normalized form of $|C_s||C_t| + |C_s^C||C_t^C|$ (where $C_s^C$ denotes the complement
set of $C_s$ in terms of instances). Then, the value of $k$-statistic is calculated based on these two probabilities, and is consequently used to estimate with a certain significance the similarity of the two concepts. For further background in statistics see [Fleiss et al., 1981].

Difficult cases arise when there are no shared instances between the matching ontologies. Then it is still useful to compute some kind of distance between the classes, even though the above-mentioned methods will find no match. There are methods that compare classes based on the mutual similarities between their instances. These similarities can be assessed using any of the matchers presented before. Some of these methods are described in [de Bruijn et al., 2004].

### 2.1.4 Global methods

Global methods compute matching between two ontologies, taking one or two matching results produced by other methods as input. The resulting matching of these methods optimizes for certain criteria. For instance, some methods compute many-to-many matches while the required result is one-to-one matching\(^2\). A global method would typically select a subset of these many-to-many matches that satisfies the constraint and is optimal in some respect.

Among others, global methods include aggregating the results of different matchers, iterative behavior of matchings, involving the user in the matching process, etc. We discuss three representative examples of global methods.

- **Weighted sum.** Weighted sum computes a similarity measure between two classes using several other similarity measures as input. The final similarity is composed as a weighted sum of the input measures. The weighted sum between the classes $X$ and $Y$ given $n$ different similarity measures $\delta^i$ with assigned weights $w_i \in (0, 1)$, is calculated as follows:

  $$\delta(X, Y) = \sum_{i=1}^{n} w_i \cdot \delta^i(X, Y)$$

  where

  $$\sum w_i = 1$$

\(^2\)One-to-one matching means each entity can be matched to at most one in the other ontology.
ensuring that the compounded value is a similarity measure again. The weights are depictive of the "authority" that is given to each $\delta^i$ measure. Higher weight means higher authority. Due to this intuition, weighted sum is sometimes called a jury system.

- **Improving Automatically Created Mappings Using Logical Reasoning.** In [Meilicke et al., 2006], the authors describe a collection of methods for improving an ontology matching result that contains wrong or redundant matches. It takes the set of matches as input and produces an improved result set using logical reasoning in the context of Distributed Description Logics [Borgida and Serafini, 2003]. The authors refer to this process as debugging of matches.

The debugging uses the notion of consistency of matches to detect problems. Simple example of a problem is as follows: Two ontologies $O'$ and $O''$ being matched, contain the following axioms:

\[
O' : \text{Author} \sqsubseteq \text{Person}
\]

\[
O'' : \text{Person} \sqsubseteq \neg \text{Authorization}
\]

Lexical matcher finds the resulting set:

\[
O' : \text{Person} \equiv O'' : \text{Person}
\]

\[
O' : \text{Author} \equiv O'' : \text{Authorization}
\]

and now, using DDL reasoning an inconsistency is detected. It can be understood as an inconsistency that occurs when all the axioms and matches in the case are considered as axioms of a single ontology. The debugging process is semi-automatic, and uses heuristic algorithm to propose which matches are the likely candidates to be discarded.

- **User feedback.** The user can be involved in the matching loop combining his feedback with other techniques iteratively. Every time the algorithm gets new user input it recalculates an improved output. Positive experience is reported from this approach using the matching tool Prompt, see [Noy and Musen, 2000].

In the survey [de Bruijn et al., 2004] machine learning techniques applied in ontology matching are classified as global methods. In this case the matcher is trained on a set of examples after which it is used to match new cases.
2.2 Matching ontologies using external resources

Traditional ontology matching approaches are restricted to the use of the information available in the ontologies being matched. Some of the new techniques go beyond this, and use external background knowledge in the matching. This background knowledge is used in different ways and from various kinds of knowledge sources. In the rest of the text by using background knowledge, we will refer to automatic exploitation of an external source of knowledge.

There are two main aspects to be considered: relating the ontologies being matched to the background knowledge and using the knowledge provided by that background source. The precise way this is done affects the outcome of the matching process. We distinguish two categories of using background knowledge: background-based similarity measures and matching through a background ontology.

2.2.1 Background-based similarity measures

Background-based similarity measures use external resources as an oracle (authority) to determine the similarity between two entities from the two ontologies being matched. The two entities are provided to the oracle which returns a similarity ranking/rating. It is assumed that the terms are known to the oracle, or somehow can be matched (anchored) to entries stored in the oracle. To use external resource in finding a similarity measure, the matching entities have to be anchored to the external resource in some way.

- **Synonymy detection.** Synonymy detection means finding pairs of words which have the same meaning. For example *Human* and *Person* can be considered synonymous words. Detecting synonyms can not be done with simple syntactic or lexical rules, but instead the techniques to find them require external resources where the synonyms can be retrieved from. Such external resource can be a vocabulary, a thesaurus, an ontology etc. Exploiting synonymity is a basic form of using external resources. Most matching tools employ a synonym list.

- **Resnik similarity** A measure more elaborate than synonymity is the one proposed in [Resnik, 1999]. In a language, a term can have multiple meanings, which altogether are considered as a set of meanings - a synset. The Resnik similarity measure takes into account that the terms can be part of several synsets and exploits the is-a hierarchy
between the synsets. Each synset $C$ is associated with a probability of occurrence $P(C)$ of an instance of the concept associated to a particular synset. This probability is obtained from the text corpus using the occurrence frequency. This measure draws on the assumption that terms with more specific meaning will occur less often and hence will have a lower probability. Similarly, high frequency terms have a low information content. The similarity between two terms is a function of the common synset of both terms which maximizes the information content. This common synset is found climbing up the is-a hierarchy. For two different concepts in a taxonomy, this similarity measure can be understood as the information of the most informative subsumer of the two concepts.

Experiments conducted using Wordnet as an external resource revealed that this similarity measure outperforms the similarity measure based on the pure path connection length of concepts and the probability of co-occurrence.

- **Multilingual methods** Multilingual methods are about matching terms from different languages. They would typically do the translation using a multilingual dictionary such as EuroWordNet\(^3\), although there are other possible methods. They use techniques from machine translation and classical ontology alignment methods that assume single-language ontologies [Fung and Yee, 1998]. Much work is reported on semantic matching within a single language, but very little on cross-lingual semantic matching. Aside from the problem of a good quality matching within a single language, one of the difficulties that cross-lingual matching poses, is that there can be many-to-many translations of words, which then requires the use of some kind of similarity measure.

A project aiming at creating a multilingual lexicon for Dutch, English and German was Polylex\(^4\). The lexicon was designed in such a way that it allows multiple inheritance. There is one common hierarchy and there are separate hierarchies for each language specifically. This allows the distinction between language specific relations.

- **Normalized Google distance as dissimilarity measure.** Normalized Google Distance (NGD) dissimilarity measure was introduced in [Cilibrasi and Vitanyi, 2007]. It takes advantage of the number of hits

\(^3\)http://www.illc.uva.nl/EuroWordNet/

\(^4\)http://www.informatics.susx.ac.uk/research/nlp/polylex/polylex.html
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returned by Google on a query. The names (labels) of the concepts to be compared are fed to the Google search engine as search terms. Given two search terms \( x \) and \( y \), the Normalized Google Distance between \( x \) and \( y \), \( NGD(x, y) \), is obtained as follows:

\[
\delta(x, y) = \frac{\max\{\log f(x), \log f(y)\} - \log f(x,y)}{\log M - \min\{\log f(x), \log f(y)\}}
\]

where \( f(x) \) is the number of Google hits for the search term \( x \), \( f(y) \) is the number of Google hits for the search term \( y \), \( f(x,y) \) is the number of Google hits for the tuple of search terms \( x + y \), and \( M \) is the number of web pages indexed by Google. Intuitively, \( NGD(x, y) \) is a measure for the symmetric conditional probability of co-occurrence of the terms \( x \) and \( y \): given a web-page containing one of the terms \( x \) or \( y \), \( NGD(x, y) \) measures the probability of that web-page also containing the other term.

2.2.2 Matching through a background ontology

By matching through a background knowledge ontology we refer to the application of reasoning mechanisms over the background knowledge to deduce matches between provided entities. This type of matching is different from the background-based similarity measures discussed in the previous section in the sense that those similarity measures do not explain how the entities are similar. Matching through a background ontology explicitly involves reasoning and therefore is able to also find relations other than "hard-coded" equivalences. They can, for example, discover that one entity is more general or less general than another. In the literature several approaches have been proposed to realize matching through a background ontology.

- **Ctx-match matcher.** Ctx-match [Magnini et al., 2004, Bouquet et al., 2003] is an algorithm for automatically discovering relations across ontologies structured as hierarchies, and used for classification purposes (simply called classification hierarchies). The problem of discovering the relations is encoded as a problem of logical satisfiability, and the discovered matches have a well-defined semantics. The algorithm has two main phases: semantic explicitation and semantic comparison.

In the first phase, semantic explicitation, the concepts from the matching ontologies are interpreted into the background knowledge ontology,
such that each concept is associated with a logical formula built from the background knowledge concepts. Semantic explicitation creates an explicit expression that captures the meaning of a concept in the form of a logical formula. It is done in two steps: linguistic interpretation and contextualization. In the first step a terminological match is performed to find corresponding concepts in the background knowledge ontology, and in the second step the semantic neighborhood of the concept is encoded in the formula by adding its parents as conjuncts.

In the second phase, semantic comparison, the matching concepts are compared by comparing their explicitated formulas. From the background ontology a set of relations is extracted and used as an axiom set in the further comparison. SAT solver is used to find the match between two concepts based on the set of axioms previously extracted.

The Ctx-match approach assumes that the matching concepts appear in certain contexts within the matching ontologies. In other words, the usefulness of the method can be seen when there are concepts having identical names but different meanings depending on their place in the ontology (the context). For example, browsing through a music classification one can find two identically named music styles Experimental, whereas they are totally different because one is a style in the genre Jazz, and the other in the genre Techno, as illustrated on Figure 2.1. Despite the identical names these styles will be detected as different by
Ctx-match, because their parent concepts are semantically very different. Another advantage of the method can be seen in the case where two concepts have the same meaning but are named differently, because Ctx-match can still discover them to be equivalent. Ctx-match is presented in [Bouquet et al., 2003] together with promising experimental results. In the experiments Wordnet served as a background knowledge source, and the linguistic interpretation was done using a simple terminological matcher.

Ctx-match is similar with our approach in the sense that it follows a two-steps scheme: anchoring and relation deriving. The difference is that Ctx-match finds the matches by satisfiability testing within a logic language framework, whereas we do that (deriving relations) by reasoning over the relations in a background knowledge structure. Reasoning in general, besides the logic-based deduction, anticipates the use of domain specific relations like part-whole. Interpreting them is application specific, opposite to the logic-based relations which are domain and application independent. Positive side of Ctx-match is that it is generic, but the drawback is its requirement that the background knowledge structure and the resulting match follow the rigid logic framework.

Another tool based on Ctx-match, also developed at the University of Trento [Giunchiglia et al., 2004], is called S-Match. As explained in [Giunchiglia et al., 2004], S-Match is optimized re-implementation of Ctx-match with a few added functionalities.

- **Matching through a reference.** In [Zhang and Bodenreider, 2005] the authors elaborate on a paradigm where the interoperability between different ontologies is realized through matching to a reference ontology in the domain. Instead of matching each pair of ontologies to one another, they are all matched to a comprehensive domain reference ontology, yielding the mutual matches through this reference. If there are $n$ ontologies in the domain, the number of pairs of ontologies to be matched is $O(n^2)$, while through a reference this number reduces to $n$. This looks nice in theory, but can it actually work in practice?

The answer given in [Zhang and Bodenreider, 2005] is yes, this scheme can be successfully applied in a practical setting. The hypothesis that indirect matching can serve as reliable alternative to the direct matching was tested in an experimental setup. Two medical ontologies were matched, using much larger and better covering ontology as a background knowledge. Two experiments were conducted: direct matching and indirect matching through the reference. The result of both ex-
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The first experiment proceeded in two phases. First, all the concept names were normalized and enriched with synonyms from the UMLS. Second, all the concept pairs from the matching ontologies were compared for equality of their normalized and enriched names. When this equality was detected, the pair of concepts was reported a match.

The second experiment proceeded in two phases as well. In the first phase the same direct matching procedure from the previous experiment was applied between each of the matching ontologies and the reference. In the second phase, an indirect match was deduced each time a source and target concepts were anchored (directly matched in the first phase) to the same concept in the reference.

The matches found in both experiments made up around 85% of all the matches found by at least one experiment. This supports the claim that it is feasible to reliably replace direct matching by an indirect through a reference, but of course we must have a reference domain ontology to do that.

• **Using the Semantic Web as background knowledge.** Inspired by our own work, in [Sabou et al., 2006] the authors explore the process of using large number of background ontologies in the matching. In the experimental setup they used the Semantic Web as a source of these ontologies. In particular, they were detected using the ontology search engine Swoogle. The focus of the work is on the feasibility of this detection. The concept names from the matching ontologies serve as search terms for finding background knowledge for the matching. This study supports our hypothesis that the Semantic Web can be used as a source for the background knowledge ontologies.

• **Discovering missing background knowledge.** An algorithm to discover and use missing background knowledge fully automatically during the matching process is proposed in [Giunchiglia et al., 2006]. The discovery proceeds iteratively using a heuristic.

In each iteration potentially missing background knowledge is detected. A pair of matching concepts is considered a candidate match if its elements are not matched, and the majority of their subconcepts in the hierarchy below are matched. Putting it the other way around, matched concepts indicate that their parents should be matched as well. When the potentially missing knowledge is detected it is added
to the background knowledge, i.e. the candidate match is accepted as a match, and the matching process goes on iteratively. Once missing background knowledge is found it can be reused in the future.

This study indicates that missing background knowledge is an obstacle that not necessarily prevents the success of using background knowledge in the matching.

One addressed concern in the literature is the discovery of background knowledge. As shown above, it can be done either by finding candidate background ontologies or automatic discovery and use of missing background knowledge. In this thesis we will discuss the features that indicate the selection of a successful background knowledge, Chapter 8.

The Ctx-Match system investigates the possibility of putting the whole matching process in a strict logical framework. Complementary, in our work we primarily assume that the reasoning uses domain dependent knowledge and goes beyond the basic logic deduction. The domain dependent reasoning is always some sort of extension to the logic framework. Through experiments in a specialized domain in Chapter 6, we observe that domain-dependent knowledge can provide a substantial contribution to the matching performance.

Furthermore, in Chapter 5 this thesis presents an investigation in the use of multiple background sources for the use of two different cases: a specialized domain with selected background ontologies from the same domain, and a general domain with background ontologies coming from different but related domains. Although in the literature multiple background sources have been used, we are not aware of such a study that investigates the system behavior with respect to the use of multiple sources.

Except for the Ctx-match whose work was published earlier, the other work on matching through a background ontology is conducted and published during the same time period as the research reported in this thesis.
Chapter 3

Formal framework

The last chapter provided an overview on the existing ontology matching techniques, emphasizing the approach of using background knowledge. In this chapter we will focus further on this idea. First, we will describe its underlying intuition with an example, then we will provide a formal framework of how to do ontology matching using background knowledge in the form of an ontology, and finally we will introduce measures of quality of a matching result and discuss the ways to measure the contribution of the background knowledge in the matching process.

3.1 Using ontology as a background knowledge

In the general scheme of this approach we distinguish: Source (SRC), Target (TAR) and Background Knowledge (BK) ontologies, as illustrated on Figure 3.1. Source and target refer to the ontologies being matched. They are named differently, but the matching is usually symmetric and gives them no special treatment. Swapping their places would only invert the matching result. However, there are use-cases where source and target are distinguished\(^1\).

In the matching process, the source and target are first bonded to the background knowledge, and then the actual matches are found through this bond and the background knowledge structure. Hence, this process proceeds in two steps: anchoring - bonding the matching ontologies to the background

\(^{1}\)For instance, when the matching is done with the purpose of reclassifying instances from the source to the target ontology, the source and target are distinguished and they do not have equal roles.
Anchoring is the process of assigning appropriate background concepts to the matching (source and target) concepts. The assigned background concept, which we simply call anchor, might have the same meaning as the concept it is being assigned to, or describe one aspect of it. This depends on the structure of the background knowledge.

When the background knowledge domain allows to find anchors with equivalent meaning to the matching concepts, the anchoring can be performed using an existing ontology matching technique. Any of the techniques discussed in Chapter 2 is a potential candidate to perform this task.

When the domain of the background knowledge describes an aspect of the matching concepts, the anchoring will require a different matching approach. In the experiments reported in Chapter 4, partial lexical matching adjusted to the Dutch language was used for the task. The matching concepts were medical problems, and the background knowledge described causes of medical problems, among other things. The partial lexical matching was successfully used to assign causes (background concepts) to the medical problems.
(matching concepts). For example, the cause BK:Drugs was attributed to the medical problem SRC:Drugs overdose in this way.

In general, the anchoring can be any matching that assigns background concepts to the matching concepts. This process is required to provide a sufficient bond between the matching ontologies and the background knowledge, which when combined with the background structure will enable the discovery of indirect matches, in particular those which are difficult or impossible to find using the classical direct matching techniques.

**Deriving relations** is the process of discovering the actual matches between the source and target concepts based on the combination of their anchors and the background structure. Related anchors through the background structure, indicate that their corresponding matching concepts are related as well, however, not any kind of relatedness between the anchors would imply a match. Discovering these relations between the anchors that are useful (i.e. imply a match) is a case-specific task that depends on what kind of relatedness can be discovered through the background knowledge, and the purpose of the matching. In some cases detecting very similar matching concepts is sufficient, like when integrating two web directory classifications for example, while in others very specific domain relations are required like Genre - Typical instrument in the music domain. Checking whether and how the anchors relate to one another is a reasoning task in the background knowledge, it exploits the background knowledge structure.

To make this process concrete we use a simple realistic example taken from the medical domain. It is illustrated on Figure 3.2. The source ontology contains a concept labeled **SRC: Brain** and the target ontology contains a concept labeled **TAR: Head**. An obvious match that one would be interested to find is that the concept **SRC: Brain** has a narrower meaning than the concept **TAR: Head**. In the source ontology there is no concept named **SRC: Head**, and in the target ontology there is a concept named **TAR: Brain** but it is not related to the target concept **TAR: Head** (instead it is related to **TAR: Central Nervous System**). The desired match cannot be discovered lexically (matching lexically would only find **SRC: Brain equivalent-to TAR: Brain**), and the structure of the matching ontologies is insufficient to indicate it. Given the situation, this match is impossible to find using automatic direct matching techniques. However, using background ontology it can be discovered. In the experiments the background knowledge was an ontology which comprehensively describes the domain of anatomy. Its structure gave clear indication of the match. The process, shown on Figure 3.2, goes as follows: the source concept **SRC: Brain** is anchored to a background concept **BK: Brain**, and a target concept **TAR: Head**
is anchored to a background concept \textit{BK: Head}. The background knowledge reveals a relation between the two anchors \textit{BK: Brain} part-of \textit{BK: Head}, and since the relation \textit{part-of} is a special kind of \textit{narrower-than} relation, we conclude the desired match: \textit{SRC: Brain} has a narrower meaning than \textit{TAR: Head}. Using the background knowledge is crucial in this case to automatically discover the desired match.

Now, since the anchoring step consists of two matching problems (source and target to the background knowledge), it would seem that we are replacing one matching problem (source to target) by two. This would only makes sense if the subproblem to create a successful anchoring can be done easier than the original matching problem (source to target). A priori there is no reason to believe this, but in the empirical work in the later chapters we will show that indeed a simple matching techniques used for anchoring are good enough to subsequently create a good matching for the original problem.

As the example suggests, of particular interest in this approach is exploiting the structure of the background ontology. It takes place in the deriving relations step, when checking for relatedness between the anchors. Now, natural question is why would one use background knowledge at all? Does it contribute something to the existing matching techniques? The existing direct matching approaches fail if there is no sufficient lexical overlap between the matching concepts, and the other means - structure in the source and target, and the instance data are also insufficient to provide evidence for a
match. The use of background knowledge is a way to bridge this gap. Useful relations omitted in the direct matching can be found through a (rich) background knowledge. The background knowledge is assumed to hold richer structure than that of the matching ontologies compounded. Richer does not mean simply larger in size (although larger size is an indicator of the richness of an ontology), but more comprehensively describing the domain or part of it. It might be the case that background knowledge is smaller in size but richer in a special part of the domain. For example, when matching anatomy ontologies, a comprehensive ontology describing the Vascular System can be used as background knowledge. It would help in connecting the matching concepts describing the Vascular System (unlikely the others). Even though with smaller size than the matching ontologies, this background knowledge can potentially have a large contribution.

Next, we formally define the components in the matching framework. We will use these in the rest of the thesis.

3.2 Terminology of the framework

In our matching model we assume that the involved ontologies are structured according to the same principles. Each of them consists of a set of concepts interrelated with various types of relations, and the concepts and relations are described through text descriptions - labels.

Concepts are the building blocks of any model, or any domain description. A concept is an abstraction representing an object or a certain phenomenon. They introduce a perspective, a way to look at and communicate about the real world.

Definition 1. Concept is a class of things grouped together due to some shared property. It is named with a label, and sometimes with additional alternative names (synonyms). Besides the name(s), the meaning of a concept is determined by its semantic neighborhood, that is how it is asserted to relate to the other concepts in the ontology. We will refer to concepts in the following ways:

- Capital italic letters $X$, $Y$... when referring to an arbitrary concept
- $X^{ONT}$ when referring to a concept from a specific ontology, in this case $ONT$
Definition 2. Relation instance is a triple \((X \ relation \ Y)\), where \(X\) and \(Y\) are concepts, and \(relation \in \mathcal{T}\) is a relation type. \(\mathcal{T}\) is the universal set of all relation types. The relation instance \((X \ relation \ Y)\) is interpreted as the concept \(X\) is related through the relation type \(relation\) to the concept \(Y\).

When clear from the context we will call the relation instances simply relations. We will refer to a relation in the following ways:

- \((X \ relation \ Y)\) when referring to a relation instance of the type \(relation\) between two arbitrary concepts.
- \((X \sim Y)\) when referring to a relation instance of a type which is denoted by the symbol \(\sim\). A simple example is the relation type \(\text{subset-of}\) with the corresponding symbol \(\subseteq\): \((X \subseteq Y)\). In this case the corresponding concepts should denote sets.

Different relation types have different meaning, i.e. carry different semantics. Some are given special treatment, for example the relation types corresponding to hierarchical ordering are usually transitive. The mereological relation \(\text{part-of}\) is used in many domains to organize the content through spatial division. For example, the geographical concepts like countries, states, cities, regions, rivers, mountains, etc. are naturally organized through \(\text{part-of}\) relation type. Examples of relation types used in this thesis are:

- \((X \equiv Y)\) - the two concepts are equivalent, they have the same meaning,
- \((X \preceq Y)\) (with inverse: \(\succeq\)), also written as \((X \ is\-narrower\-than \ Y)\) - the first has a narrower meaning than the second in semantic sense.

Various other relation types are used in the existing ontologies as well. The above mentioned types are independent of the domain (or cover very broad range of domains), but some are confined to certain domain. Domain dependent relations can be very specific, for instance \(\text{Genre-Artist}\) relation, where an artist is assigned a music genre.

Relations can connect concepts from one single, or two different ontologies. In the first case are relations that constitute the internal structure of
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the ontologies. In the second case are relations that represent a matching between different ontologies. They can serve as a bridge between them.

As discussed in [Gruber, 1993], ontology is a formal specification of a domain conceptualization. It aims to provide means for effective communication within a domain. It is a controlled vocabulary that describes the entities of the domain and the relations between them in a formal way. The ontologies ask their users for commitment to use the vocabulary in a consistent way for knowledge sharing.

**Definition 3. Ontology** is a pair of sets: $\text{ONT}(C, R)$. $C$ is a set of concepts, $R$ is the set of relations among these concepts.

We will refer to ontologies in the following ways:

- Using its full name, like Foundational Model of Anatomy (or the name in italic Foundational Model of Anatomy)
- Short form of the name in Sans Serif font, like ONT for an arbitrary ontology, or FMA for the particular ontology Foundational Model of Anatomy.
- $\text{ONT}(C, R)$ when referring to an ontology with particular sets $C$ of concepts and $R$ of relations. When referring to $C$ or $R$ of a specific ontology, we will write them as $C^{\text{ONT}}$ and $R^{\text{ONT}}$.

In the traditional view on ontology (such as in description logic), a special treatment is given to the subsumption relations that constitute the hierarchical structure of the ontology\(^2\).

**Definition 4. Ontology match** between two ontologies $S$ and $T$ is a set of relation instances:

$$M \subseteq C^S \times T \times C^T$$

(3.1)

Each element in this set $(X \ r \ Y) : X \in C^S, r \in T, Y \in C^T$ we call a match between $X$ and $Y$, or, $X$ is matched to $Y$, through the relation type $r$. We will write it as $X \xrightarrow{r} Y$, or, $X \rightarrow Y$ when the relation type of the match is known from the context. We will denote the ontology match between two ontologies $S$ and $T$ with $S \rightarrow T$.

An ontology match is the result of any ontology matching technique. In practice, it plays the role of a bridge between different ontologies. However, no standard definition exists for ontology match. In the literature more

\(^2\)http://www.w3.org/TR/owl-features/
restricted definitions can be encountered. For example, when assuming that at most one match can be established between a single pair of concepts, the ontology match can be defined as a function that assigns a relation type to each concept pair, [Shvaiko and Euzenat, 2005]. In other cases, the relation types used are restricted, and match is considered only when the concepts have equivalent meaning.

Two specific ontology matches are of particular interest to our approach. They correspond to the two phases of the matching - anchoring and deriving relations.

**Definition 5. Anchor-relation** is an ontology match from the source or target ontology to the background knowledge, respectively. We call them source anchor-relations and target anchor-relations:

\[
A^{\text{SRC} \rightarrow \text{BK}} \subseteq C^{\text{SRC}} \times T \times C^{\text{BK}} \tag{3.2}
\]

\[
A^{\text{TAR} \rightarrow \text{BK}} \subseteq C^{\text{TAR}} \times T \times C^{\text{BK}} \tag{3.3}
\]

To denote an anchor-relation we will use the connective \( \mapsto \), so an anchoring relation between two arbitrary concepts \( X \) and \( Y \) will be written as \( (X \mapsto Y) \) with "\( \sim \)" being the symbol of the relation type in this anchoring match. If known from the context the symbol will be omitted, and the relation will be simply written \( (X \mapsto Y) \).

**Definition 6. Deriving relations** is an ontology match between the source and the target ontology.

\[
D \subseteq C^{\text{SRC}} \times T \times C^{\text{TAR}} \tag{3.4}
\]

It establishes the actual indirect match between the matching ontologies. It is created by combining the anchor-relations and the background knowledge ontology. We call it an indirect match because it is not established in a direct comparison, but an indirect one through the background knowledge. Deriving relations is the driving engine in the approach of using background knowledge in ontology matching.

Deriving relations can be simple, like checking if the anchors of the matching concepts are the same. It can also be complex, like checking for relations among anchors where a single matching concept can have multiple anchors and the required matches can be obtained only by combined comparison of these anchors. A ranking scheme to estimate the matching strength can also be involved, see Chapter 4.

Once created, the problem is to evaluate the ontology match. Next, we discuss the quality measures of an ontology match.
3.3 Evaluation of ontology matching

Given two matching ontologies, source - \(\text{SRC}\), and target - \(\text{TAR}\), we observe the sets of matches which are of interest to the evaluation. The set of all possible matches between \(\text{SRC}\) and \(\text{TAR}\) is:

\[
\text{Candidates} = \{(X, Y) \mid X \in C^{\text{SRC}}, \text{rel} \in \mathcal{T}, Y \in C^{\text{TAR}}\} \tag{3.5}
\]

For a given purpose not all of these candidates are useful. With respect to an application, we divide this set in matches useful for the application - desired matches, and the others not useful for the application - undesired matches.

\[
\text{Desired} \subseteq \text{Candidates} \tag{3.6}
\]

\[
\text{Undesired} \subseteq \text{Candidates} \tag{3.7}
\]

These two sets form a partition of \(\text{Candidates}\):

\[
\text{Desired} \cap \text{Undesired} = \emptyset \tag{3.8}
\]

\[
\text{Desired} \cup \text{Undesired} = \text{Candidates} \tag{3.9}
\]

The desired and undesired matches in the literature are named using different terminology: correct and incorrect, true and wrong, good and bad matches, etc. [Euzenat, 2007]. The set of desired matches is also called Gold Standard for the system performance. The result of ontology matching is a set of found matches:

\[
\text{Found} \subseteq \text{Candidates} \tag{3.10}
\]

These sets are illustrated in Figure 3.3. What characterizes the success of the matching is the correspondence between \(\text{Found}\) and \(\text{Desired}\) matches. The final goal is to find exactly the desired matches as a result \(\text{Found} = \text{Desired}\). Therefore, a good matching would maximize the overlap between \(\text{Found}\) and \(\text{Desired}\), while minimizing the overlap between \(\text{Found}\) and \(\text{Undesired}\). To characterize the degree of success we adopt two notions from the information retrieval field: precision and recall.

3.3.1 Qualities of matching: Precision and Recall

In Information Retrieval (IR) the precision and recall are measures on performance of document retrieval [Baeza-Yates et al., 1999]. They rely on a
Figure 3.3: In ontology matching the matches can be desired or undesired, and independently, found or not found by the matching method.

collection of documents and a query for which the relevancy of the document is known, assuming binary relevancy: a document is either relevant or non-relevant. The precision is defined as:

$$\text{Precision}^{(IR)} = \frac{|\text{Retrieved documents} \cap \text{Relevant documents}|}{|\text{Retrieved documents}|}$$  \hspace{1cm} (3.11)

It is the proportion of relevant documents in the set of all retrieved documents retrieved. Its value is between 0 and 1 inclusive, where 0 means no relevant document has been retrieved, and 1 means only relevant documents have been retrieved. The recall is defined as follows:

$$\text{Recall}^{(IR)} = \frac{|\text{Retrieved documents} \cap \text{Relevant documents}|}{|\text{Relevant documents}|}$$  \hspace{1cm} (3.12)

It is the proportion of retrieved documents in the set of all relevant documents. As the precision, its value is also between 0 and 1 inclusive, where 0 means no relevant documents were retrieved, and 1 means all the relevant documents were retrieved.

As can be observed from the formula, the precision is not defined when there are no retrieved documents. In that case the measure does not have a meaning, namely, when there are no matches we cannot characterize their
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quality (that would be the same as to characterize the elements in the empty set). Similarly, the recall is not defined and does not have a meaning when there are no relevant documents to be retrieved.

In the ontology matching we define these measures through the sets of matches previously discussed.

**Definition 7. Precision** is the proportion of desired and found matches, to all the found matches:

\[
\text{Precision} = \frac{|\text{Desired} \cap \text{Found}|}{|\text{Found}|}
\]  

(3.13)

**Definition 8. Recall** is the proportion of desired and found matches, to all the desired matches:

\[
\text{Recall} = \frac{|\text{Desired} \cap \text{Found}|}{|\text{Desired}|}
\]  

(3.14)

The interpretation of these measures is analogous to those in Information Retrieval: the matches correspond to the documents, and the desired matches correspond to the relevant documents. Often, the precision and recall are expressed in terms of percentage, ranging from 0% to 100%.

The precision and recall are not independent between each other. It is easy to get either of them at 100%: if the matching returns no results the precision is 100%, and when all the candidates are returned the recall is 100%. Often the matching systems can be tuned on a gradual scale between these two extremes, one to produce perfect precision and the other to produce perfect recall. When gradually turning from one to the other extreme, the plotted values of precision and recall provide means to visualize this trade-off in the so-called recall-precision diagrams.

Other measures, such as fallout, F-measure, noise, silence, etc. can be derived from precision and recall [Do et al., 2003]. Relaxed precision and recall variants are discussed in [Ehrig and Euzenat, 2005].

**Example of precision and recall** To explain the meaning of precision and recall we take a simple hypothetical example. The matching ontologies are parts from imagined registering systems in two hospitals:

SRC: Hypothermia
SRC: Treated person
SRC: High body temperature
SRC: Tumor
We use a classical lexical matcher which is primarily based on edit distance measure (discussed in Section 2.1.1). It produces the following result:

<table>
<thead>
<tr>
<th>SRC: Hypothermia</th>
<th>TAR: Hyperthermia (undesired)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRC: Tumor</td>
<td>TAR: Tumor (desired)</td>
</tr>
</tbody>
</table>

The matcher detects that SRC: Hypothermia and TAR: Hyperthermia are lexically similar enough (edit distance of 2) to deduce that they have the same meaning. However, that is wrong because the two terms have different meanings, making the derived match undesired. The second match is straightforward, SRC: Tumor has the same label as TAR: Tumor (edit distance 0) deducing they match to one another. On the other hand, the desired result in this case is:

| SRC: High body temperature | TAR: Hyperthermia (not found) |
| SRC: Treated person        | TAR: Patient (not found)      |
| SRC: Tumor                 | TAR: Tumor (found)            |

The matcher found 1 desired, 1 undesired match, and did not find 2 desired matches. We calculate the values of precision and recall:

\[
\text{Precision} = \frac{1}{2} = 50\% \\
\text{Recall} = \frac{1}{3} = 33.3\% 
\]

The precision shows that 50% of all the matches are correct, and the recall shows that 33.3% of all the correct matches were found.

### 3.3.2 Matching Sample Evaluation

In practice, it is often too costly to manually assess all the mappings. The most common way to overcome this problem is by sampling. A random sample from the whole set of mappings is drawn, and then manually assessed. The results are generalized to estimate the system performance on the entire set. Given a set of matches \( M \), and a sample drawn from it \( M' \subseteq M \), the calculated precision and recall on the sample \( M' \) are estimators of those of \( M \):

\[
\text{Precision}(M) \approx \text{Precision}(M') \\
\text{Recall}(M) \approx \text{Recall}(M')
\]
3.4. ADDED VALUE OF BACKGROUND KNOWLEDGE

The sample has to be representative of the entire set, because otherwise the estimation will be skewed. Choosing a completely random sample is called the simple random sampling method. A problem occurs when different matchings exhibit different importance with respect to the matching task. In this case a better sampling technique will be the stratified random sampling. It first divides the entire population of matches into groups (strata) that exhibit similar importance, and then draws a sample that represents each strata proportionally to its size. For extensive discussion on the different sampling techniques see [Cochran, 1977]. Besides the sampling method, the sample size is another key factor in the evaluation. Reducing the evaluation size reduces the effort, but also reduces the significance of the evaluation. It is a trade-off between the sample size and the corresponding evaluation reliability. Statistics provide mechanism to quantify this trade-off, see [Van Rijsbergen, 1979, Fleiss et al., 1981].

Depending on the measure being estimated, different evaluation samples are drawn, as the formulas to compute these measures require. To estimate the precision, a sample from the set of Found matches is drawn and (manually) evaluated. For recall, a sample set of the Desired matches (i.e. the Gold Standard) is constructed, and the matching is challenged against it.

3.4 Added value of background knowledge

In order to justify its use, the approach of using background knowledge has to provide an added value to the existing matching techniques. Before investigating how much help it can provide and under which circumstances, we will first discuss what we consider as help, i.e., when, and how much is one matching better than another. Note that this is a general problem not specific to the approach, how can we compare two matchings against one another?

Change in precision and recall One way to compare two ontology matchings $M_1$ and $M_2$ is by observing the change in precision and recall. As discussed earlier, the ideal case exhibits 100% precision and 100% recall. Then better matching simply means closer to the ideal case: $M_1$ is better than $M_2$ if:

\[ \text{Precision}(M_1) > \text{Precision}(M_2) \]
\[ \text{Recall}(M_1) > \text{Recall}(M_2) \]
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The difficult case is when one quality improves while the other drops. Then there is no straight forward way to judge which one is better, if any. In this case the improvement depends entirely on the application. A pair of values for precision and recall corresponds to a point in the precision-recall plane, and the set of all such pairs equally appreciated for the application can be visualized as a curve in the precision-recall plane. The different curves do not cross, and have a larger appreciation with increasing distance from the (0%, 0%) point in the plane.

The recent results of OAEI\(^3\) show that the precision and recall performance of the state-of-the-art matching techniques depends on the matching task. When richer relations were asked in the matching, namely matching the concepts with *broader-than* and *narrower-than* relations, the techniques exhibited low recall\(^4\). For this reason, currently, increasing the recall can be seen as a key challenge.

**Baseline matching** Improvement of performance can only be observed in comparison with a baseline. In this thesis we consider two candidate baselines as the most prominent to challenge and analyze the approach of using background knowledge: state-of-the-art matching tools, and simple direct ontology matching. Each of them for a different reason.

Boosting the performance of state-of-the-art matching techniques is the goal of each new technique introduced to the field. There is a difficulty when comparing with state-of-the-art tools, namely, their results are difficult to interpret because they usually employ multiple matching strategies to produce the final result\(^5\). When using a transparent technique such as a simple lexical matching as a baseline, better analysis can be conducted on the improvement as each baseline match can be explained. Yet, that does not prevent the use of any matching technique as a baseline. In some cases even an indirect matching can be used as a baseline, which would then turn the comparison into a measurement of which background knowledge produces a better matching.

---

\(^3\)http://oaei.ontologymatching.org/2006/
\(^4\)In 2006 the recall of all the participating tools was not above 50%.
\(^5\)For this reason they are often referred to as a "black box"
Chapter 4

Comparison with state-of-the-art matchers

In the previous chapter we introduced a formal framework for ontology matching by using background knowledge in the form of an ontology. In this chapter we will use this framework to show that using background knowledge can produce a better matching than the state-of-the-art matching tools on a representative realistic case study. The results from OAEI\(^1\) in 2006 [Euzenat et al., 2006] showed that the current tools still have difficulties when challenged with realistic matching tasks. On our case study the state-of-the-art tools indeed fail to produce successful matching, while an approach that uses background knowledge succeeds. We will discuss what causes the state-of-the-art tools to fail, and how does the use of background knowledge overcome these limitations. This chapter is based on the work published in [Aleksovski et al., 2006a].

4.1 Introduction

We already discussed in the Chapter 2 that the majority of the current matching tools use a combination of terminological and structural methods, where the lexical overlap is used to produce an initial matching, which is subsequently improved by using the structure of the ontologies to be matched. Hence, these tools crucially rely on two assumptions: (i) sufficient lexical overlap exists between the source and target ontology, and (ii) source and target ontology have sufficient structure. We will present a case study where

\(^1\)Ontology Alignment Evaluation Initiative \url{http://oaei.ontologymatching.org/}
neither of these assumptions hold. In this case study, not only there is insufficient lexical overlap between source and target, but more crucially, the matching ontologies contain no structure at all: they are simply lists of concepts, instead of richly structured ontologies. Consequently, the current state-of-the-art matching tools are expected to fail.

We believe that our case study is representative of many realistic cases. Experience with the Semantic Web applications shows that many of them rely on rather lightweight semantic structures, providing at most a hierarchy of terms, where often this hierarchy is only a 2-3 levels deep [Schlobach, 2004, Wang et al., 2006]. Hence, the reliance of existing matching tools on such structure is indeed an important limiting factor.

After showing the failure of a number of state-of-the-art matchers in our case study, we will present an algorithm for ontology matching based on the framework described in the previous chapter, that uses background knowledge in the form of ontology to compensate for the lack of structure found in the source and target vocabularies, as well as the freedom in choice of terminology. As explained in Section 3.1, the idea of this algorithm is to first lexically anchor the concepts from the source and target ontologies to the background knowledge (anchoring phase), then use the structure of this background knowledge to induce semantic relationships between the source and target concepts, and finally use these relationships to derive a matching between them (deriving relations phase). On our case study the experimental results of applying this algorithm show that it succeeds in producing sufficient matching, therefore improving the performance of the most recent matching tools. Exhibiting a better quality than the state-of-the-art tools makes it a promising approach to the ontology matching problem.

The rest of this chapter is organized as follows: in Section 4.2 we will describe our case study, in Section 4.3 we will describe the two base-line experiments: matching the source and target using simple lexical technique and using state-of-the-art matching tools, then in Section 4.4 we will describe our approach and compare its experimental results with the baseline, to finally conclude the chapter with Section 4.5.

### 4.2 Case study description

This case study posed the challenge to match two vocabularies: OLVG and AMC taken from the medical domain. A rich and highly structured ontology DICE was used as a background knowledge in our algorithm.
The matching vocabularies are lists of reasons for admission to the Intensive Care Unit (ICU) of the two Amsterdam hospitals \textit{OLVG}\textsuperscript{2} and \textit{AMC}\textsuperscript{3}. A reason for admission describes a problem, why a patient was brought into the ICU. The situation of each patient arriving at the ICU in either hospital is described by assigning one or more problem descriptions from the list. The vocabularies together with the patient data are used for monitoring patient progress, for planning of required ICU resources, and for off-line nationwide quality comparison of different ICU’s.

As a use-case the produced matching would enable to reclassify patients registered in the \textit{OLVG} system, into the \textit{AMC} system. The \textit{AMC} system currently gets extended and further developed, and there is an initiative to make it widely used in more ICU’s in the Netherlands. Automatic matching of other ICU vocabularies to the \textit{AMC} is needed because the other systems will coexist with the \textit{AMC} for some period of time, requiring such matching to be performed on a periodic basis. However, the automatically created matching will still be checked manually, and will be approved or disapproved by the experts. This automatic matching is needed to produce a suggestion that would reduce the workload given to the experts. For the purpose of our study, we state the matching problem as follows: For each \textit{OLVG} concept, determine corresponding \textit{AMC} concept which a physician would use to describe the same problem.

**Source vocabulary:** \textit{OLVG}. The source vocabulary was the set of reasons for admission used in the Intensive Care Unit of the \textit{OLVG} hospital, [Bosman et al., 1998]. It is a flat list with no structure consisting of concepts named with one label each. The list is partly based on the ICD-9-cm\textsuperscript{4} vocabulary, and on the Dutch “Classificatie van Medisch Specialistische Verrichtingen” (CMSV)\textsuperscript{5}, a classification of medical procedures. During its use in the past three years, the \textit{OLVG} list has been extended with additional descriptions of medical conditions of patients at the ICU. The resulting list is a mixture of problem descriptions at several levels of abstraction with minor redundancy. It does not only contain reasons for admission to the ICU, but also other medical conditions that are relevant during the stay of patients at the ICU. We limited our experiments to the list-elements actually used at admission, identified as those terms that are used for describing patient’s states during the first 24 hour of their stay. The resulting list contained 1399 problem

\textsuperscript{2}http://www.olvg.nl/
\textsuperscript{3}http://www.amc.nl/
\textsuperscript{4}http://www.cdc.gov/nchs/about/otheract/icd9/abticd9.htm
\textsuperscript{5}http://www.nictiz.nl/kr_nictiz/2527
descriptions consisting of maximal 7 words each. 95% of these descriptions used no more than three words. The list is mainly in Dutch but also contains English terms.

**Target vocabulary:** AMC. The target vocabulary was the set of reasons for admission used in the Intensive Care Unit in the AMC hospital. Similarly with the source vocabulary, it consists of a flat list of 1460 reasons for admission. The list was codeveloped with the DICE ontology. This codevelopment included a linking of the vocabulary into the ontology. In our experiments we used this linking as an additional anchoring schema.

**Background ontology:** DICE. As a background knowledge we used part of the DICE ontology, [de Keizer et al., 1999]. DICE has been developed by the Medical Informatics group at the AMC hospital. It is a medical terminology, formalized in OWL DL, of roughly 2300 concepts, described by 5000 lexical terms. The concepts are related among each other with 4300 relational links of 50 different relation types. DICE mainly aims to cover concepts in the Intensive Care domain, and its core structure consists of five different hierarchies (called aspects in DICE): abnormalities (255 concepts), medical procedures (55 concepts), anatomical locations (1512 concepts), body subsystems (13 concepts), and causes (85 concepts). Note that the size of these hierarchies is 1920 concepts, while the size of DICE is 2300 because it also contains medical concepts with meaning outside of the intensive care. Each aspect hierarchy provides a domain of possible values for the aspect. These hierarchies are organized as tree structured taxonomies. If a concept is named with multiple terms, one of the terms functions as ‘preferred’ term - label, and the others as synonyms.

**Evaluation:** For measuring the performance of the various methods and tools, we created a Gold Standard solution for this problem. A medical expert was invited to create manually matches between the OLVG and AMC vocabularies for a selected subset of the OLVG list. Because the intended use case was to classify patients that have been registered with OLVG concepts in the AMC taxonomy, the expert was asked to specify for each OLVG concept the AMC concept that he would use to describe the medical problem.

The expert was given a random sample set of 200 concepts from the OLVG list. This set was created as follows: 30 concepts were selected because they

---

6http://www.w3.org/TR/owl-guide/
were general medical problems, to which were added the top 15 most frequently used concepts from the OLVG vocabulary, and finally supplemented with randomly drawn 155 concepts to a total of 200 concepts. For these 200 concepts, the expert created matches for 125 concepts, leaving the other 75 “unknown”. For each of the matched OLVG concepts he proposed one AMC concept as the most appropriate match. No statements about alternates were made.

In the process of analyzing the data and conducting preliminary experiments we discovered correct matches for some of the OLVG concepts for which the expert did not suggest a match in the AMC list, and we also found matches which seemed like a refinement of those proposed by the expert. After ensuring the validity of these newly obtained matches using Internet resources, primarily Google and Wikipedia, we updated the Gold Standard accordingly. As a result we ended up with with a final set of 148 matches based on the set of 200 OLVG concepts. This yielded a Gold Standard on the order of about 10% of the entire OLVG vocabulary.

4.3 Baseline experiments

We performed two baseline experiments. In the first, we matched OLVG directly to AMC directly using a simple lexical technique based on a word matching. It was modified to face the challenges posed by the Dutch language. In the second experiment we matched OLVG to AMC using two state-of-the-art ontology matching tools. The experiments produced sets of OLVG $\rightarrow$ AMC matches. We will now describe these experiments with the obtained results.

4.3.1 Experiment 1: Lexical matching

In this experiment we checked for a lexical correspondence between each pair of concepts from the matching vocabularies. We used a heuristic that compares the concept’s labels and synonyms. As a result it finds equivalent and partial lexical matches, defined below, between the comparing concepts.

---

7http://google.com/
8http://wikipedia.org/
9The fact that the expert did not find the best match for all the concepts from the sample set indicated that the manual matching task was difficult.
CHAPTER 4. COMPARISON WITH STATE-OF-THE-ART MATCHERS

Before the actual comparison, the data were preprocessed by normalizing the concept’s labels and synonyms. This normalization included: case standardization by converting all the alphabetic characters to their lower case counterpart, conversion of plural forms to singular (eliminating \textit{s} or \textit{en} at the end of the plural form) and stop-words elimination by discarding short words like \textit{en}, \textit{de} and \textit{van}\textsuperscript{10}.

Two arbitrary concepts $X$ and $Y$ were compared by comparing the words in their labels. If all the words in a label or synonym of $X$ were found in a label or synonym of $Y$, a partial match was deduced between $X$ and $Y$ ($X$ is concluded more general than $Y$). Intuitively, the heuristic assumes that adding new words to an existing label only constrains the meaning. An example of a partial lexical match is shown in Figure 4.1. The first label consists of a superset of the words from the second, implying that the second have more general meaning than the first. Furthermore, the matching used some simple Dutch morphological rules to deal with the common Germanic construction of compound words that do not have a delimiting space between the words. This way, for example, \textit{Hersentumor} (brain tumor) is partially matched to \textit{Tumor}. When the labels of $X$ and $Y$ consisted of the same set of words, they were concluded lexically equivalent. The equivalence matches were favored over the partial matches.

In testing for equality of labels, we also allowed for edit-distance of two characters using Levenshtein string distance described in Section 2.1.1. This compensated for the typing mistakes in the lists.

Clearly, the superset of words heuristic is very simple, and it is not difficult to think of cases where it fails: In Figure 4.1, for example, \textit{Long brain tumor} would also end up being a special case of \textit{Brain}. However, in the context of the experiment it did not end up finding correspondences between such incompatible concepts.

\textsuperscript{10}Note that the discarded stop-words and the plural forms are in the context of the Dutch language.
### 4.3. BASELINE EXPERIMENTS

Initially, the set of lexical matches is empty

\[ \text{lmatches} := \emptyset \]

Matching: find full and partial lexical matches

\begin{verbatim}
Initially, the set of lexical matches is empty

lmatches := ∅

Matching: find full and partial lexical matches
for every source concept \( X \in \mathcal{C}_{OLVG} \) do
for every target concept \( Y \in \mathcal{C}_{AMC} \) do
if \( \text{FULLLEXMATCH}(X, Y) \) then
lmatches ← \( X \rightarrow Y \)
if full match was found then continue for on line 2 (next \( \mathcal{C}_{OLVG} \) concept)
for every target concept \( Y \in \mathcal{C}_{AMC} \) do
if \( \text{PARTIALLEXMATCH}(X, Y) \) then
lmatches ← \( X \rightarrow Y \)
end for
\end{verbatim}

Figure 4.2: MATCHDIRECTLY algorithm for matching OLVG to AMC vocabulary lexically.

The algorithm for lexically matching OLVG to AMC is shown in Figure 4.2. The two routines FULLLEXMATCH and PARTIALLEXMATCH compare two concepts as described above. Applied on our dataset it produced in total 582 matches OLVG → AMC. Of these, 274 were matches of lexically equivalent concepts, and the remaining 308 were partial lexical matches.

### 4.3.2 Experiment 2: Matching with state-of-the-art tools

As discussed in Chapters 1 and 2, there is a variety of state-of-the-art matching tools currently available. We summarize two of the three most prominent tools that we considered in this study.

- FOAM is an ontology alignment framework to align fully or semi-automatically two or more OWL ontologies, developed by the university of Karlsruhe [Ehrig and Sure, 2005]. It is based on heuristics (similarity) of the individual entities (concepts, relations, and instances). As result, it returns pairs of aligned entities. It can handle ontologies within the DLP-fragment of OWL. Part of FOAM is a machine learning component that optionally takes user feedback into account.

- Falcon-AO [Jian et al., 2005] is an automatic ontology matching tool, developed by the South East University of China. It outperformed
all other ontology matchers in the 2005 and 2006 Ontology Alignment Evaluation Initiative [Euzenat et al., 2005, Euzenat et al., 2006]. Falcon-AO regards ontologies as graph-like structures, and then produces matches between elements in the two graphs that correspond to each other. Both of linguistic and structural similarity are taken into account. There are two matchers integrated in Falcon-AO: LMO for the linguistic similarity which is primarily based on edit distance, and GMO for the structural similarity, which performs a graph-based comparison.

The third tool we considered is S-Match which we described earlier in Section 2.2.2. As illustrated in the descriptions, these matching tools exploit a combination of syntactical and structural comparison techniques. However, when the sources to be matched are merely unstructured lists, the mixed approaches reduce to lexical comparison of labels. From this we derive the following:

*Hypothesis:* We expect that the results of the simple lexical matching are comparable to the performance of the most recent matching tools on weakly structured data, such as discussed in the beginning of this Chapter, since on these data the existing tools are also reduced to performing lexical matching only.

Only one of the tools, i.e. S-Match, exploits background knowledge to do the matching. However, in the current version S-Match can only use a predefined set of background knowledge sources, such as Wordnet and UMLS.

We have applied two of the ontology matching tools described above to the data in our case study. We loaded an OWL representation of both the OLVG list and the AMC list plus the DICE background knowledge into the tools.

When using FOAM to align the two lists, we initially got 326 matches, but those included symmetric matches, i.e. for each match $X \rightarrow Y$ its symmetric equivalent $Y \rightarrow X$ was also in the result set. Effectively FOAM found 159 matches. An analysis revealed that many obvious matches were missing because synonym labels were not recognized. To solve this, we regenerated the AMC list with separate concept definitions for each known synonym. This resulted in 696 matches.

When using Falcon-AO the experiments were performed in collaboration with Dr. Wei Hu, South East University of China. Due to memory constraints set by the tool, the experiment had to be split in subexperiments, each matching the OLVG ontology to a subset of the AMC ontology. The
experiment resulted in less than 100 matches. However, because all matches were necessary based on lexical measures only, we tried to use the lexical matcher component (LMO) in a stand-alone configuration. This has two advantages. First, the stand-alone LMO matcher is much more efficient, so that matching can run on the complete AMC ontology. Second, it returns a ranking of all matches found, and not just the ones that are above the threshold. As a result, we get many more matches, but many of them with a low confidence level. When using the stand-alone LMO matcher, 683 matches were returned.

Unfortunately, because S-Match is not freely available, we were not able to use S-Match on our dataset with the specific medical thesaurus as background knowledge.

<table>
<thead>
<tr>
<th></th>
<th>Number of matches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OLVG → AMC</strong></td>
<td></td>
</tr>
<tr>
<td>Lexical matching</td>
<td>582</td>
</tr>
<tr>
<td>FOAM</td>
<td>696</td>
</tr>
<tr>
<td>Falcon-AO</td>
<td>683</td>
</tr>
</tbody>
</table>

Figure 4.3: Amount of matches obtained in the baseline experiments

### 4.3.3 Discussion

The table in Figure 4.3 summarizes the amount of matches obtained in the baseline experiments. The numbers show that the large majority of matches obtained by the FOAM and Falcon-AO tools were already also found by our simple lexical matching, as they were also reduced to lexical matching on the test data.

**Evaluation against the Gold Standard** We evaluated the quality of the matches obtained in the baseline experiments by calculating their precision and recall quality measures as compared to the Gold Standard set of 148 matches. For each experiment, after selecting the subset of matches that corresponds to the Gold Standard (matches with the OLVG concept in the set of 200 concepts selected to construct the Gold Standard), we calculated the measures as described in Chapter 3:
The lexical matching resulted in 70 found matches, 65 correct, and 5 incorrect. Following the formulas in 3.3.1, we calculated the measures:

\[
\text{Recall} = \frac{|\text{Correct}|}{|\text{Desired}|} = \frac{65}{148} = 44\% \quad (4.1)
\]

\[
\text{Precision} = \frac{|\text{Correct}|}{|\text{Found}|} = \frac{65}{70} = 93\% \quad (4.2)
\]

- FOAM resulted in 88 found matches, 41 correct, and 47 incorrect, therefore obtained Recall = 28% and Precision = 47%
- Falcon-AO resulted in 106 matches, 28 correct, and 78 incorrect, therefore obtained Recall = 19% and Precision = 26%.

The above figures are summarized in the table in Figure 4.4. Note that these figures cannot be used to judge the quality of FOAM and Falcon-AO, as we use them here in a scenario for which they were not designed, i.e. matching unstructured vocabularies.

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>lexical matching</td>
<td>44%</td>
<td>93%</td>
</tr>
<tr>
<td>FOAM</td>
<td>28%</td>
<td>47%</td>
</tr>
<tr>
<td>Falcon-AO</td>
<td>19%</td>
<td>26%</td>
</tr>
</tbody>
</table>

Figure 4.4: Precision and recall measures characterizing the results obtained in the baseline matching experiments

Figure 4.4 shows that the recall of our lexical method is competitive with both FOAM and Falcon-AO. In particular, the LMO module of Falcon-AO retrieves much fewer of correct matches. The most likely explanation of this effect is that Falcon-AO limits itself to 1-1 matches, and shows a tendency to maximize the number of matched OLVG concepts, sometimes sacrificing a direct match. This is illustrated by the following example of matches produced by Falcon-AO on our case-study data:

OLVG: Oesofagus_perforatie → AMC: Oesofagus ruptuur
OLVG: Oesophagus_resectie → AMC: Oesofagus perforatie

although both by themselves reasonable, together these matches prevent the obvious match

OLVG: Oesofagus_perforatie → AMC: Oesofagus perforatie
because Falcon limits itself to 1-1 matches: both of these concepts are already part of another match. The obvious solution would be to allow concepts to participate in multiple matches, producing an n-m matching as done by our lexical method.

4.4 Experiment 3: Matching using background knowledge

When matching the vocabularies indirectly, we followed the general scheme depicted on Figure 3.1 in Chapter 3. We used the five aspect taxonomies in DICE as background knowledge. In the anchoring step, we lexically matched the concepts from the OLVG and AMC vocabularies to the concepts each of the five DICE aspects taxonomies. For the AMC → DICE anchoring, besides the lexical anchoring, we used an additional anchoring schema that was created manually by experts from the AMC hospital. Important to notice is that the lexical matching procedure that we used is not crucial in the anchoring step, instead any matcher can be used to establish the anchoring matches. We used such simple lexical technique because our manual analysis indicated that using other more advanced techniques will only marginally change the result. After obtaining the anchors, we used the relationships specified in the DICE taxonomies to find indirect matches between the source and target concepts. Figure 4.5 depicts the scheme of this experiment, which is essentially the general scheme from Figure 3.1 instantiated for this particular case.

Hypothesis: We expect that using background knowledge improves the results obtained by applying direct lexical matching between the two vocabularies.

Next, we will describe how we performed the anchoring, and the deriving indirect matches in the experiments.

4.4.1 Anchoring

As explained, the concepts from the source and target vocabularies are anchored to the concepts in the background knowledge ontology. The automatic anchoring in our approach, is performed by the same lexical technique that we used in the first experiment in Section 4.3.1, which discovers equivalent and partial lexical matches between concepts.

When anchoring the OLVG vocabulary to DICE, we used the lexical technique solely. We found in total 549 of OLVG concepts anchored to DICE
Figure 4.5: Matching the OLVG and AMC vocabularies using the five aspect taxonomies of DICE as background knowledge ontology

concepts, via 1298 anchors. For anchoring the AMC vocabulary to DICE we used a combined manual (expert-created) and automatic approach. An expert manually established 4568 DICE-anchors from the AMC vocabulary. We enhanced these anchor matches using the lexical matching technique and found a further 1248 new anchors, which increased the amount of anchors to a total of 5816, anchoring a total of 1404 AMC concepts.

Notice that the anchorings are many-to-many relations: a single concept from source or target vocabulary can have multiple anchor concepts in DICE, either in a single or in different aspect taxonomies. Table 4.6 shows how many concepts were anchored, and how often our lexical heuristics were able to establish anchorings to multiple DICE aspect taxonomies. Such anchoring in multiple aspects is important, because it will enable in the deriving relations step to use multiple DICE taxonomies to infer potential indirect matchings.

The table on Figure 4.6 shows that our simple lexical heuristics succeeded in constructing anchors for 39% of the OLVG vocabulary. This indicates that indeed our weak lexical heuristics are able to establish anchorings, to be used
in the second step of our approach. The high percentage of anchoring for the AMC vocabulary, 96%, is due to the contribution of the manually constructed anchors.

<table>
<thead>
<tr>
<th>Anchored on</th>
<th>OLVG concepts</th>
<th>AMC concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 DICE aspects</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4 DICE aspects</td>
<td>0</td>
<td>198</td>
</tr>
<tr>
<td>3 DICE aspects</td>
<td>4</td>
<td>711</td>
</tr>
<tr>
<td>2 DICE aspects</td>
<td>144</td>
<td>285</td>
</tr>
<tr>
<td>1 DICE aspect</td>
<td>401</td>
<td>208</td>
</tr>
<tr>
<td>Total nr. of anchored concepts</td>
<td>549 (=39%)</td>
<td>1404 (=96%)</td>
</tr>
<tr>
<td>Total nr. of anchoring relations</td>
<td>1298</td>
<td>5816</td>
</tr>
</tbody>
</table>

Figure 4.6: Results of the anchoring step

Figure 4.7 details how the anchors are distributed over the five DICE aspects (separate taxonomies). It shows that the anchors are very unevenly distributed over the various aspects (with only three anchors established from the OLVG vocabulary to aspect hierarchy on body-systems), and a similarly uneven relative contribution between expert-created and lexically found anchors across the different aspects (with again the body-systems aspect producing very few lexical but many expert-created anchors for the AMC vocabulary).

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Expert-man.</th>
<th>Additional lexical</th>
<th>Total</th>
<th>Lexical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abnormality</td>
<td>1168</td>
<td>271</td>
<td>1439</td>
<td>354</td>
</tr>
<tr>
<td>Action taken</td>
<td>292</td>
<td>122</td>
<td>414</td>
<td>109</td>
</tr>
<tr>
<td>Body system</td>
<td>1217</td>
<td>2</td>
<td>1219</td>
<td>3</td>
</tr>
<tr>
<td>Location</td>
<td>1336</td>
<td>721</td>
<td>2057</td>
<td>772</td>
</tr>
<tr>
<td>Cause</td>
<td>555</td>
<td>132</td>
<td>687</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>4568</td>
<td>1248</td>
<td>5816</td>
<td>1298</td>
</tr>
</tbody>
</table>

Figure 4.7: Distribution of anchors over the different DICE aspect taxonomies

The anchoring process adds structure in an implicit manner to the unstructured source and target vocabularies, and has established indirect relations between source and target concepts, through the relations between their anchors in the background knowledge ontology. We exploit this structure in the next step, to discover indirect matches between the source and target vocabulary concepts.
4.4.2 Deriving relations

In this phase we make use of the structure of the background knowledge DICE to discover the actual indirect matches between OLVG and AMC concepts. Simply, when comparing two concepts $X$ and $Y$ being anchored to $X_1$ and $Y_1$ respectively, we compare $X_1$ and $Y_1$, and, if they are related, infer that $X$ and $Y$ are related as well.

An example is given in Figure 4.8: the concept Dissection of artery is found to have location Artery, and the concept Aorta thoracalis dissection is found to have location Aorta thoracalis. A relation is inferred between these two medical concepts, since they describe related anatomical locations: according to the background ontology, Aorta thoracalis is a kind of Artery. Hence, the source concept can be inferred to have a more specific location than the target concept. The use of background knowledge was essential to derive this match.

In general, both the source concept $X$ and the target concept $Y$ can be anchored to multiple anchors and the background knowledge could reveal relationships on anchors that represent different properties. On the one hand,
Figure 4.9: An example of matching two lexically unrelated concepts using background knowledge. The concepts are not equivalent but do have a close semantic relationship.

this makes the comparison more complex. If multiple anchors are related in similar ways, they reinforce that the main concepts $X$ and $Y$ are related in the same way. In case the multiple anchors are related in incompatible ways (e.g. $X_1 \subseteq Y_1$, but $X_2 \supseteq Y_2$), a subsumption relation between the concepts cannot be inferred. However, they do reveal the source and target concepts have a strong relationship and are within some semantic distance.

This is illustrated in the example depicted in Figure 4.9, where we try to match the concepts OLVG: Heroin intoxicatie and AMC: Drugs overdose. According to the background knowledge DICE, Heroin is a kind of Drugs, while Overdosis is a kind of Intoxicatie, i.e. the two aspects have a subsumption relationship to each other, but, in the reverse direction. Hence, the concepts are neither equivalent nor one subsuming the other. However, in the everyday understanding the two concepts do have a close semantic relationship. Note that these concepts do not have any lexical similarity - their describing labels consist of entirely disjoint sets of words, and even more, these words are not synonymous to each other but only have related meaning. It was only possible to discover this match by using the background knowledge.

The successful application of the method depends on the richness of the background knowledge. With increasing richness, the more likely it becomes that anchors can be established in the first place, but, more importantly,
Initially, the set of indirect matches is empty

\[ \text{imatches} := \emptyset \]

Anchor OLVG and AMC to DICE

\[ \text{anch}^{\text{O} \rightarrow \text{D}} := \text{MatchDirectly}(\text{OLVG}, \text{DICE}) \]

\[ \text{anch}^{\text{A} \rightarrow \text{D}} := \text{MatchDirectly}(\text{AMC}, \text{DICE}) \cup \text{expertMatches} \]

Indirect matching: find matches through the anchors in DICE

\[ \text{for every concept pair } X \in \mathcal{C}^{\text{OLVG}}, Y \in \mathcal{C}^{\text{AMC}} \text{ do} \]

\[ \text{if two anchors exist } (X \mapsto X_1) \in \text{anch}^{\text{O} \rightarrow \text{D}} \text{ and } (Y \mapsto Y_1) \in \text{anch}^{\text{A} \rightarrow \text{D}} \]

\[ \text{such that } X_1 \sqsubseteq Y_1 \text{ or } Y_1 \sqsubseteq X_1 \text{ then} \]

\[ \text{imatches} \leftarrow (X \mapsto Y) \]

Figure 4.10: Algorithm for indirectly matching OLVG to AMC through DICE ontology as a background knowledge. In the anchoring phase it uses the method MATCHDIRECTLY described in 4.2

the more likely it becomes that an indirect match between the source and target can be found. Especially interesting are the indirect matches which are not discovered directly, because, as discussed in Section 3, they represent the contribution of the indirect matching. For this reason in our experiments when assessing the results of the indirect matching we included the directly obtained matches. This way we were able to assess the improvement gained by the use of the background knowledge.

Experience in practice has shown that concepts from two matching ontologies are rarely precisely equivalent, but rather have some (otherwise unspecified) semantic overlap. Consequently, finding such semantic relationships seems more useful for integration purposes, than finding precise equivalences.

The algorithm for finding indirect matches is shown in Figure 4.10. When applying this algorithm, as a result of the indirect matching between OLVG and AMC, a matching AMC concept was derived for 548 OLVG concepts. Of these, 413 matches were based on inference in a single DICE aspect, while 135 matches were supported by inference in two aspects (i.e. the inference in two DICE taxonomies produced support for the same match).

Evaluation against the Gold Standard The evaluation of the indirect matching against the Gold Standard is made more complicated by the fact that the n-m anchors can also produce n-m matches between source and target vocabularies. When a single OLVG concept matches with multiple concepts in the AMC vocabulary, we ranked the matchings as follows:

1. If the match corresponds to a direct, lexical equivalence, it is ranked
4.4. **EXPERIMENT 3: MATCHING USING BACKGROUND KNOWLEDGE**

highest in the result set.

2. The remaining matches, were ranked according to the number of DICE aspect taxonomies that supported the match

3. Matches based on the same number of DICE aspects, were ranked according to the number of equivalence matches on DICE properties (i.e. preferring equivalences over subsumptions).

We assess the performance of our method on the Gold Standard containing matches for a random set of 200 OLVG concepts, as we did for the baseline experiments. Having a ranked list for a single OLVG concept, we considered a suggested match correct if it was ranked highest in the list. When the ranking could not suggest a single best match, we considered the match correct if it was ranked in the top five and the ranking did not suggest other match as better. This way the comparison revealed that the indirect matching approach produced 112 matches, out of which 107 were correct and 5 were incorrect. Hence, our method achieved **Recall = 72%** and **Precision = 95%**.

These figures are summarized in the table in Figure 4.11, including the results of the baseline experiments already reported in Section 4.3.2. The indirect matching not only increased the recall (found more correct matches), but also increased the precision as no additional incorrect matches are found as compared to the pure lexical matching.

This summary shows that on such semantically impoverished vocabularies as in our case study, the use of semantic background knowledge as part of the matching can substantially improve both the number of matches found and the quality of these matches, as compared to either a purely lexical technique, or existing tools that, in the absence of any structure in the source and target vocabulary, default to lexical matching only.

---

11In this context we have to choose what do we consider a correct match, because the method returns a ranked list which not always suggests one single best match. Given the use-case of this matching task, namely, to use the automatically-produced matches as a suggestion to the medical experts, if the suggested match is in the top five of the ranked list, that largely reduces the manual labor to a check of the first five suggested matches, as opposed to find the matching AMC concept in the entire vocabulary. Hence, when the correct match is suggested in the top five of the ranked list, it can be considered correct, as it basically solves the task it was created for. The reader is referred to [Van Rijsbergen, 1979] for more extensive discussion on relevancy of the retrieved results in the context of Information Retrieval.
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<table>
<thead>
<tr>
<th>Matching Method</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indirect matching</td>
<td>72%</td>
<td>95%</td>
</tr>
<tr>
<td>Lexical matching</td>
<td>44%</td>
<td>93%</td>
</tr>
<tr>
<td>FOAM</td>
<td>28%</td>
<td>47%</td>
</tr>
<tr>
<td>Falcon-AO</td>
<td>19%</td>
<td>26%</td>
</tr>
</tbody>
</table>

Figure 4.11: Precision and recall obtained in all the experiments: The indirect matching outperformed the lexical matching and the state-of-the-art matching tools.

4.5 Conclusions

We explored the use of a semantically rich background knowledge in matching semantically poor concept lists, and provided empirical evidence that background knowledge can boost the matching performance considerably as compared to the state-of-the-art matching tools. First, we showed that a simple lexical matching shows comparable performance to the lexical matchers in the state-of-the-art matchers on semantically poor data, and second, we showed that indirect matching about doubles the recall, at the same precision. The use of a background knowledge source is the only way to discover matches, when there is no terminological, instance or structural match between the matching ontologies.

Work by [Bouquet et al., 2003] has already shown the usefulness of simple background knowledge in the form of the WordNet hierarchy. In our case using a much richer source of background knowledge enabled us to reason across multiple hierarchies in the background knowledge, and made it possible to discover relations between concepts which were not directly related in a subsumption relation.
Chapter 5

Using multiple sources of background knowledge

The study in the previous chapter showed that using background knowledge can be more effective in matching semantically poor vocabularies than using direct matching. In this chapter we extend the investigation further, through two case studies we explore how the matching behaves when multiple background knowledge ontologies are used. We experimented using real-life ontologies as they exist today, and our experiments show that this approach works in practice and has great potential for solving the ontology matching problem. When adding more background ontologies in the matching, the recall increases considerably in a monotonic manner while the precision changes depending on the quality of the background knowledge - high quality results in high precision and low quality results in low matching precision.

5.1 Introduction

The benefit of using a background knowledge in ontology matching comes from its (rich) structure. The background knowledge is expected to enrich the joint structure of the matching ontologies, which then fosters the discovery of new matches that are otherwise missed in a direct matching.

On many places on the Internet ontologies are designed and published in commonly accepted formats, such as the RDF [Lassila et al., 1999] which originates from the Semantic Web [Berners-Lee et al., 2001]. Of particular interest are the ontologies published by specialists, as that gives confidence in the quality. Famous examples in the medical domain are the Foundational
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Model of Anatomy [Rose and Jr., 2003] and the Unified Medical Language System [Bodenreider, 2004, D.A.B. Lindberg, 1993]. Furthermore, the open source communities are also actively contributing. In the music domain MusicBrainz\(^1\) is one of the key players in providing music metadata, together with MusicMoz\(^2\) which is part of a larger metadata collection and categorization initiative known as the Open Directory\(^3\).

However, abstracting our view from specific examples, we see that the available ontologies on the Internet show different quantitative and qualitative characteristics. The study of [Wang et al., 2006] which analyzes a corpus of 1300 ontologies gathered from the Internet, states that the ontologies published by the year 2006 vary in size with an unequal distribution. Only 19 ontologies in the corpus contained more than 2000 concepts, (which is about 1.5% of the entire corpus), and in terms of semantics, the study concludes, I quote: ”the number of analyzed ontologies that make good use of OWL Lite features is less than 20% of the total number of OWL ontologies”. Hence, concerning the size, few of the available ontologies are large while many are relatively small, and with respect to the expressiveness, small part makes use of expressive language constructs while the majority relies on a rather light-weight semantic expressiveness.

The increasing amount of available ontologies combined with the need for effective search initiated the development of ontology search engines. Among others, the currently active include: Swoogle\(^4\), Watson\(^5\) and OntoSearch\(^6\). They offer search over the ontology content, and usually provide a complete information about the retrieved results: a downloadable version of the suggested ontologies, the entity inside the ontology that matched the search query, and other technical metadata like date of indexing, size and the source format\(^7\). The main functionality they offer is usually search through an interface similar to Google’s\(^8\), where a keyword-based search query is submitted, and the feedback is list of ontologies which match the search query. As such, these search engines are good source for exploring and retrieving the existing ontologies.

From the ontology matching perspective, regardless of the choice, no back-

\(^1\)http://www.musicbrainz.org/
\(^2\)http://musicmoz.org/
\(^3\)http://www.dmoz.org/
\(^4\)http://swoogle.umbc.edu/
\(^5\)http://watson.kmi.open.ac.uk/WatsonWUI/
\(^6\)http://www.ontosearch.com/En/srss.jsp
\(^7\)Other formats different than the standard RDFXML are also supported, Watson supports DAML for example
\(^8\)http://www.google.com/
ground knowledge ontology is likely to provide all the knowledge required for constructing a complete matching. Instead, it is reasonable to expect that the matches missed by one background ontology can be found using some other. Since multiple background ontologies can provide more matches than one ontology alone, with the aim to find a complete matching we can use multiple ontologies as background knowledge. Now, this seems like a very challenging task, especially given the discussion above that the existing ontologies are diverse in their characteristics. Exploiting multiple background ontologies poses the challenge how to integrate the reasoning over these different ontologies. In one of the simplest forms, each background knowledge can be used in a separate matching process, and then the obtained results can be combined to construct the required matching (like in combining aspects from DICE). In this chapter, we explore the use of multiple background ontologies based on this view.

In this chapter we set to investigate the feasibility of the matching when multiple background ontologies are used. To stress the paradigm, we present the results of a couple of experiments in which we set our objectives as follows: (i) the anchoring to the background knowledge is a simple lexical matching technique, i.e. we only use simple matching as needed to obtain relatively successful anchoring (see Section 4.3.1 for further explanation), (ii) the background knowledge candidates are relatively large sized ontologies, and (iii) lexical anchoring from source and target to the background knowledge is possible, i.e. there is lexical overlap between the matching ontologies and the background knowledge.

We report two case studies. In the first, we carefully selected large and high-quality background knowledge ontologies. Intuitively, ontology can be considered high-quality if it is constructed by domain experts and it has been proven to be useful in practice. In the second we used background ontologies of varying origin obtained through the Watson search engine.

Our investigation provides several crucial conclusions on the aspect of using multiple sources of background knowledge. The experiments show that the approach is successfully applicable in practice. Adding more background ontologies monotonically increases the recall, while the precision varies depending on the quality of the background knowledge.

The rest of the chapter is organized as follows: Section 5.2 describes

---

9Ontologies of size around 30 concepts are common as demonstration examples, however, they are trivial to analyze and do not provide well-grounded empirical insight. Hence, we focused our attention on ontologies of larger size with at least couple of hundreds of concepts as more interesting candidates.

10We note that no standard notion for ontology quality is available so far.
the first case study which concerns matching medical ontologies while using large high-quality background ontologies, Section 5.3 describes the second case study which concerns matching agricultural ontologies using background knowledge of varying origin, and Section 5.4 concludes the chapter.

5.2 Case study 1

This case study extends on the one from the previous chapter, using the same matching data, but with extended background knowledge. Namely, we used two additional sources of background knowledge in the matching process. Again, the challenge here was to match the two medical vocabularies OLVG and AMC, but this time besides DICE we also used MeSH [Lipscomb, 2000, Lowe and Barnett, 1994] and ICD-10\textsuperscript{11} ontologies as background knowledge. MeSH, is a large controlled vocabulary used for indexing publications in medicine, and ICD-10 is a classification of diseases and health related problems. We selected these two ontologies because of two reasons: first, they cover the same domain as the ontologies being matched, and the second and more important reason is that they are created and maintained by experts from the NLM\textsuperscript{12} and WHO\textsuperscript{13} organizations, which warrants a high quality. MeSH is actively used and improved for more than 50 years\textsuperscript{14}, while the ICD family of disease classifications are around for more than a 100 years\textsuperscript{15}.

For evaluating the matching performance in the experiments we created a Gold Standard reference matches for a randomly selected sample set of 200 from the 1399 OLVG concepts. The detailed description of the matching vocabularies, the DICE background knowledge and the process of creating the Gold Standard can be found in the previous chapter in Section 4.2.

Matching ontologies As source and target vocabularies, we used OLVG and AMC which are unstructured lists of concepts. OLVG contains 1399 and AMC 1460 concepts. These concepts describe reasons for admission, why a patient is brought in an Intensive Care Unit. More details in Section 4.2.

Background knowledge ontologies In the indirect matching experiments we used three ontologies as background knowledge. They were:

\begin{itemize}
  \item \textsuperscript{11}http://www.who.int/classifications/icd/icdonlineversions/en/index.html
  \item \textsuperscript{12}http://www.nlm.nih.gov/
  \item \textsuperscript{13}http://www.who.int/
  \item \textsuperscript{14}http://www.nlm.nih.gov/mesh/intro_preface2007.html#pref_hist
  \item \textsuperscript{15}http://www.who.int/classifications/icd/en/
\end{itemize}
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- **Background ontology 1**: DICE is an ontology that describes the domain of Intensive Care. Its core structure is organized in five hierarchies, each describing some aspect of the medical problems that cause a patient to be brought in an Intensive Care Unit. DICE consists of 2300 concepts, of which 1920 constitute the five hierarchies that we used as a background knowledge. More details in Section 4.2.

- **Background ontology 2**: MeSH (Medical Subject Headings) is a large controlled vocabulary used for indexing biomedical and health-related journal articles and books. It is created and maintained by the United States National Library of Medicine (NLM), and is also used by the MEDLINE\(^\text{16}\) article database and by NLM’s catalog of book holdings. MeSH can be browsed and downloaded free of charge on the Internet\(^\text{17}\). At the highest level, MeSH distinguishes between 16 top level categories, which include Anatomy, Diseases, Organisms, Technology and Food and Beverages, Geographic Locations, etc.

  For the purpose of our experiments we extracted the Dutch translation of MeSH from UMLS 2005AB [D.A.B. Lindberg, 1993] release. This version of MeSH contains a total of 22,568 subject headings, also known as descriptors. Most of these are accompanied by a list of synonyms. The descriptors are organized in a hierarchy, where a given descriptor may appear at several places in the hierarchy.

- **Background ontology 3**: ICD-10 (International Classification of Diseases - tenth edition) The International Statistical Classification of Diseases and Related Health Problems (commonly known by the abbreviation ICD) is a detailed description of known diseases and injuries. It is published by the World Health Organization\(^\text{18}\) (WHO) and is used world-wide for morbidity and mortality statistics, reimbursement systems and automated decision support in medicine. The ICD is a core classification of the WHO Family of International Classifications (WHO-FIC). It is revised periodically and is currently in its tenth edition, known as the ICD-10. Annual minor updates and 3 yearly major updates are published by WHO.

  In our experiments we used the Dutch translation of ICD-10, extracted from UMLS 2005AB [D.A.B. Lindberg, 1993] release. It contains 11,523 descriptions of diseases and injuries. They are structured in a single hierarchy. The concepts can be named with one or multiple terms,

---

\(^{16}\)http://www.nlm.nih.gov/medlineplus/

\(^{17}\)http://www.nlm.nih.gov/mesh/

\(^{18}\)http://www.who.int/en/
Table 5.1: The size of each background knowledge ontology, expressed in number of concepts.

<table>
<thead>
<tr>
<th>Background knowledge ontology</th>
<th>Size in number of concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>DICE</td>
<td>1920</td>
</tr>
<tr>
<td>MeSH</td>
<td>22,568</td>
</tr>
<tr>
<td>ICD-10</td>
<td>11,523</td>
</tr>
</tbody>
</table>

one chosen as a 'preferred' term - label, and the others are alternative synonyms.

The sizes of all the background knowledge ontologies are shown in the table on Figure 5.1. MeSH is largest of the three. It describes the entire medical domain, while DICE and ICD-10 are more focused, i.e. they describe medical problems.

Evaluation: Gold Standard solution For evaluating the performance of the different matching experiments we created a Gold Standard solution for this problem. In collaboration with a medical expert we created a reference matching on a sample of randomly drawn set of 200 OLVG concepts. Of these 200 concepts, we managed to find an AMC matching concept for 148, and left the other 52 unmatched. More details in Section 4.2.

5.2.1 Experiments

We conducted four experiments in which we matched the OLVG to the AMC vocabulary. The first experiment functioned as a baseline, and we used it as a reference to measure the matching improvement obtained by the use of different background knowledge ontologies. It used a simple lexical technique to match the vocabularies directly. In the three successive experiments (Exp.2 - Exp.4) we used background knowledge, one of the three ontologies described in the previous section (DICE, MeSH and ICD-10), per experiment. In the anchoring we used the same lexical technique used in the first (baseline) matching experiment.

Lexical matching OLVG and AMC were matched using a simple lexical technique based on a word matching. The method was presented in detail
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in Section 4.3.1. Before the matching, in a preprocessing step the concept’s labels were normalized. The matching was based on word comparison while also accounting for the Germanic constructions of compounding words together in a new meaningful forms, which are very common in the Dutch language.

**Matching using background knowledge** In the indirect matching experiments, we applied the algorithm described in Section 4.4. It finds indirect matches between the source and target vocabularies in two steps. In the first step, anchoring, the source and target concepts are anchored to the background knowledge, and based on how the anchored concepts in the background knowledge are related, the indirect matches are induced in a second step - deriving relations. Single source or target concept can have multiple anchors in the background knowledge enabling the discovery of multiple indirect relations through the anchored concepts, which then reinforces the (indirect) match.

**Experiment 1: Lexical matching**

When applied the lexical technique produced 582 matches in directly matching OLVG to AMC. Of these, 274 were found to be lexically equivalent concepts, and the remaining 308 were partial lexical matches. The details of this experiment were presented in Section 4.3.1.

**Experiment 2: DICE as background knowledge**

As a result of applying DICE as a background knowledge, a matching AMC concept was derived for 548 OLVG concepts. Of these, 413 matches were based on inference in a single DICE aspect, while 135 matches were supported by inference in two aspects. The details of this experiment were presented in Section 4.4.

**Experiment 3: MeSH as background knowledge**

Manual inspection of MeSH revealed that it has 16 top level categories. We selected the most relevant as separate aspects and collected the others together. We used: *Analytical, Diagnostic and Therapeutic Techniques and Equipment* as the first aspect, *Anatomy, Diseases* and *Biological Sciences* as the second, third and fourth respectively, and the remaining categories together as the fifth aspect.
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Table 5.2: Distribution of anchors over the different MeSH taxonomies

<table>
<thead>
<tr>
<th>Taxonomy</th>
<th>OLVG $\rightarrow$ MeSH</th>
<th>AMC $\rightarrow$ MeSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therap. Techn. and Equip.</td>
<td>242</td>
<td>315</td>
</tr>
<tr>
<td>Anatomy</td>
<td>517</td>
<td>945</td>
</tr>
<tr>
<td>Diseases</td>
<td>914</td>
<td>1412</td>
</tr>
<tr>
<td>Biological Sciences</td>
<td>161</td>
<td>228</td>
</tr>
<tr>
<td>Other</td>
<td>352</td>
<td>454</td>
</tr>
<tr>
<td></td>
<td>1916</td>
<td>3089</td>
</tr>
</tbody>
</table>

Anchoring  When anchoring the OLVG vocabulary to MeSH using the lexical technique, we were able to anchor 1061 of the 1399 OLVG concepts, using 1916 anchors in total. For the AMC list, we found 3089 anchors, together anchoring 1277 of the 1460 concepts.

Deriving relations  The relatively high number of anchors for MeSH also resulted in a large number of matches. We found 298 matches that were based on two or more aspects (i.e. inference in two or more MeSH taxonomies produced support for the same match), and another 694 based on only one aspect. When we compare this to the results achieved with the DICE ontology (see Table 5.3 for an overview), we see that the matches found using MeSH have more support than those found using DICE as background knowledge. This makes a very important conclusion that, namely, the expert manually-created anchors used in DICE are not an explanation for its matching performance.

Experiment 4: ICD-10 as background knowledge

ICD-10 contains a single hierarchy of diseases and injuries, and does not distinguish different hierarchies of anatomy or diseases. Therefore, in our experiment we considered it to be one single aspect.

Anchoring  When anchoring the OLVG to ICD-10, 134 of the OLVG concepts were anchored to concepts in ICD-10, via 144 anchors. From the AMC list, 207 concepts were anchored, via 222 anchors.

An analysis to explain this low number of anchors revealed that by improving the lexical anchoring algorithm an additional 12% could be produced on the remaining non-anchored OLVG and AMC concepts. Some concepts,
Table 5.3: Amount of derived matches supported by different number of aspects, for each of the ontologies used as background knowledge.

<table>
<thead>
<tr>
<th></th>
<th>DICE</th>
<th>MeSH</th>
<th>ICD-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 aspects</td>
<td>0</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>3 aspects</td>
<td>0</td>
<td>89</td>
<td>0</td>
</tr>
<tr>
<td>2 aspects</td>
<td>135</td>
<td>201</td>
<td>0</td>
</tr>
<tr>
<td>1 aspect</td>
<td>413</td>
<td>694</td>
<td>80</td>
</tr>
<tr>
<td>Total</td>
<td>548</td>
<td>992</td>
<td>80</td>
</tr>
</tbody>
</table>

were impossible to anchor because there was no counter-part in ICD-10; Heroin for example, does not occur in any concept in the Dutch translation of ICD-10. The major reason for the anchoring failure was the different granularity of ICD-10. The concepts in ICD-10 are described in a precise way, usually using more than five words in the descriptions, and high-level concepts such as Alcohol or Drugs are not present. As a consequence, it is hard to anchor the OLVG and AMC concepts to the ICD-10 ontology. Important to note here is that this is not a problem of using too simplistic anchoring technique, it is rather a semantic mismatch. In most of the cases the matching OLVG and AMC concepts can not be appropriately described using ICD-10 concepts.

**Derived Matches** In the matching phase, only 80 OLVG concepts were matched to the AMC list. One reason for such low matching performance was the low amount of anchors established in the first step. The other reason is that the semantic structure that ICD-10 provides is much in line with the lexical correspondence between its terms. As a consequence, when used as background knowledge, the ICD-10 ontology did not improve the lexical matching.

**5.2.2 Evaluation**

The evaluation of the experimental results against the Gold Standard is made more complicated by the fact that many-to-many anchors can also produce many-to-many matches between source and target vocabularies. When a single OLVG concept matches with multiple concepts in the AMC vocabulary, we ranked the matches as follows:
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1. If the match is detected directly using the lexical technique, it is considered as the most reliable answer, and is accordingly ranked highest in the result set. 19

2. The remaining matches were ranked according to the number of different aspect taxonomies that supported the match.

3. Matches based on the same number of aspects were ranked according to the number of equivalence matches within each aspect (i.e. preferring equivalences over subsumption).

We assess the performance of the different experiments on the Gold Standard containing matches for a random set of 200 OLVG concepts, as we did for the experiments in the last chapter. Having a ranked list for a single OLVG concept, we considered a suggested match correct if it was ranked highest in the list. When the ranking could not suggest a single best match, we considered the match correct if it was ranked in the top five and the ranking did not suggest other match as better. This assessment produced the following results:

- The lexical matching technique produced 70 matches, 65 correct and 5 incorrect.
- Using DICE as background knowledge produced 112 matches, 107 correct and 5 incorrect.
- Using MeSH as background knowledge produced 130 matches, 116 correct and 14 incorrect.
- Using ICD-10 as background knowledge produced 70 matches, 65 correct and 5 incorrect. The use of ICD-10 did not change the result from the lexical matching.

Next, we evaluate the performance of these matchings by calculating the precision and recall for each of the matching experiments (as described in Section 3.3.1). The results are presented in table in Figure 5.1.

19 The direct lexical matches between the OLVG and AMC vocabulary, i.e. the results of our baseline experiment, are also included in the results of the experiments with background knowledge.
### 5.2.3 Analysis

As to be expected, there are differences in performance between the various knowledge sources: MeSH when used as background knowledge outperformed the others in terms of recall. Even though with a lower precision than DICE, increasing the recall, i.e. finding more correct matches, in our use-case can be considered a better improvement, because checking if a match is correct or incorrect takes less time than finding the corresponding match in the target.

The table in Figure 5.1 shows that as compared to lexical matching, the recall is improved when DICE and MeSH are used as background knowledge, and it remains the same in the case of ICD-10. The precision is slightly improved in the case of DICE and drops for MeSH. Importantly, the recall is increased, and as discussed in Section 3.4 it is currently a major challenge in the ontology matching problem.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.1 Lexical matching</td>
<td>44%</td>
<td>93%</td>
</tr>
<tr>
<td>Exp.2 DICE</td>
<td>72%</td>
<td>95%</td>
</tr>
<tr>
<td>Exp.3 MeSH</td>
<td>78%</td>
<td>89%</td>
</tr>
<tr>
<td>Exp.4 ICD-10</td>
<td>44%</td>
<td>93%</td>
</tr>
</tbody>
</table>

Figure 5.1: Precision and recall obtained in all the experiments.

**Cumulative use of multiple sources:** The different background knowledge sources do discover different matches. For example, using MeSH a match

\[\text{OLVG: Dunne darm resectie} \rightarrow \text{AMC: Ileum resectie}\]

was found which was not found when using DICE. On the other hand, using DICE, we found the match

\[\text{OLVG: Heroine intoxicatie} \rightarrow \text{AMC: Drugs Overdosis}\]

which was not found using MeSH (because the concept Heroine is not present in the Dutch translation of MeSH).

This suggests that it is indeed useful to use the background sources cumulatively. Using multiple sources, we will find more matches. Further analysis showed that the combination of DICE and MeSH resulted in 122 correct matches on the sample set from the Gold Standard which is a recall of 82%, or an improvement of 38% over the lexical matching baseline (as compared to improvements of 28% for DICE and 34% by MeSH separately, as
shown in Figure 5.1), and it resulted in 90% precision. Adding ICD-10 to the collection does not improve the results any further (as can be predicted from Figure 5.1), but importantly, adding ICD-10 does not hurt the matching, i.e. it does not make the results any worse because it did not contribute any new matches. In other words, if an expert-created background knowledge, as in this case, provides an answer then it is probably the correct one \(^{20}\). Thus, our case-study reveals an attractive monotonic relation between the amount of extra background knowledge that is used and the quality of the matches that are being discovered.

Notice that the different background sources are each used independently of each other. This has as advantages that: the resulting matches are simply the union of those found by using the individual knowledge sources, and the computational costs rise only linearly with the number of background sources (no further expensive interactions between knowledge in the different sources is required).

5.2.4 Conclusions of case study 1

We conclude that multiple high-quality background knowledge ontologies can be successfully used cumulatively in the ontology matching process. Each of the background ontologies provides a different contribution, and their cumulative contribution results in a monotonic increase of the matching performance.

As intuitively expected, the size of the background knowledge is one key factor for a successful matching. The experiments of using MeSH showed that large size of the background knowledge increases the chances for successful matching. However, it does not necessarily guarantee the improvement, as shown in the experiment with ICD-10.

Furthermore, the experiment with DICE indicated that the content overlap with the source and the target ontologies plays an important role in the matching performance. DICE provides coverage of the intensive care domain, and although it is smaller than MeSH and ICD-10, it considerably improved the results as compared to the baseline matching. Hence, we observe another success factor, which is the lexical overlap with the source and the target ontologies.

\(^{20}\)This behavior is also dependent on the high precision in the anchoring, namely, in the experiments we used a very rigid anchoring technique, however, if there are false anchors established then it is likely that the background knowledge will start producing wrong indirect matches as well.
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In this case study we matched two ontologies from the agricultural domain using six other ontologies as background knowledge. Motivated by the variety of ontologies that exist online, we decided to use background knowledge ontologies with varying origin. We investigated three different types of ontologies: ontologies that model domain different from the domain of the ones being matched, general knowledge ontologies, and ontologies of an unknown origin. Similarly as in the previous case study, we set simple direct matching as a baseline to evaluate the matching performance, and we analyzed the matching performance by observing the precision and recall.

Matching ontologies  The source ontology was NALT\(^{21}\) and the target Agrovoc\(^{22}\). They both describe the agriculture domain. Agrovoc, as stated on the description provided on its homepage\(^{23}\), I quote "is a multilingual, structured and controlled vocabulary designed to cover the terminology of all subject fields in agriculture, forestry, fisheries, food and related domains (e.g. environment).” NALT, as described on its homepage \(^{24}\), I quote: "The NALT is primarily used for indexing and for improving retrieval of agricultural information. Currently, the NALT is the indexing vocabulary for NAL’s bibliographic database of citations to agricultural resources, AGRICOLA\(^{25}\). The Food Safety Research Information Office\(^{26}\) (FSRIO) and Agricultural Network Information Center\(^{27}\) (AgNIC) also use the NALT as the indexing vocabulary for their information systems. In addition, the NALT is used as an aid for locating information on the ARS\(^{28}\) and AgNIC web sites.” In the experiments we used the versions of the OAEI 2006\(^{29}\), which are publicly available. They contain 41,577 concepts NALT, and 28,174 concepts Agrovoc. Many of the concepts besides the labels are additionally described with synonyms.

Background knowledge  We selected the background knowledge ontologies to faithfully represent the types of background knowledge we set to

\(^{21}\)http://agclass.nal.usda.gov/agt
\(^{22}\)http://www.fao.org/agrovoc
\(^{23}\)http://www.fao.org/aims/ag_intro.htm
\(^{24}\)http://agclass.nal.usda.gov/about.shtml
\(^{25}\)http://agricola.nal.usda.gov/
\(^{26}\)http://www.nal.usda.gov/food safety/
\(^{27}\)http://www.agnic.org/
\(^{28}\)http://www.ars.usda.gov/
\(^{29}\)Published on http://www.few.vu.nl/~wrvhage/oaei2006/
Investigate. As said, we used the Watson\textsuperscript{30} ontology search engine to find them. We queried Watson for concept labels from the matching ontologies which are common English terms like meat, animal, food, etc. and selected six ontologies which frequently occurred in the retrieved results and also seemed like reasonable choice for the goal we set to analyze, that is exploring the different background knowledge types. Note that the choice of the search engine is not any special, in other studies different search engines have been successfully used for the same purpose, [Sabou et al., 2006] used Swoogle to dynamically select background ontologies for an ontology matching task.

The selected six ontologies were the following: Economy which models a different but related domain as the matching ontologies; Mid-level, Sumo and Tap which are general knowledge ontologies; and A.com and Surrey which are ontologies of an unknown origin.

- **Background knowledge 1**: Economy ontology is described at www.daml.org, I quote: "is based on CIA World Fact Book (2002). Some industry concepts are based on the North American Classification System (‘NAICS’) - online at \url{http://www.census.gov/rpcd/www/naics.html}.” As its name indicates, it intends to formally describe the domain of economy. It was engineered by Teknowledge Corporation\textsuperscript{31} and submitted to the collection of ontologies gathered at www.daml.org. The size is 323 concepts.

- **Background knowledge 2**: Mid-level is constructed to play the role of bridge between the Sumo abstract level ontology, and the different varieties of Sumo domain-specific ontologies\textsuperscript{32}. It is not domain-specific, and contains 1773 concepts.

- **Background knowledge 3**: Sumo (Suggested Upper Merged Ontology) is being created as part of the IEEE Standard Upper Ontology Working Group. It contains 576 concepts.

- **Background knowledge 4**: Tap as described in [Guha and McCool, 2003] is a shallow but broad knowledge base containing basic lexical and taxonomic information about a wide range of popular objects. It is claimed to be independent of a domain, however, a manual inspection indicated that it mainly covers the chemical, machine and electronic industry domains. It contains 5488 concepts.

\textsuperscript{30}\url{http://watson.kmi.open.ac.uk/WatsonWUI/}
\textsuperscript{31}\url{http://www.teknowledge.com/}
\textsuperscript{32}\url{http://ontology.teknowledge.com/}
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- **Background knowledge 5**: A.com is an ontology with an unknown origin. By browsing it we got the impression that it has been produced as a result of merging several ontologies. In addition, noticeable are surprising relations such as:

  \[
  \text{Volume} \preceq \text{Pollution}
  \]

  which can be seen as an indication that some form of directory structure was the origin of the data. It seems to cover various domains, and its size is 5624 concepts.

- **Background knowledge 6**: Surrey ontology, according to the Watson search engine, originates from the web site www.surrey.co.uk. In our analysis we did not manage to trace back its source, the download link does not work and on the web site the ontology is not available. Similarly as in the previous case, parts of its content gave the impression that it was created by transforming a directory structure into an ontology in a straight-forward way. Having no available documentation about how it was created, we treated it as an unknown origin ontology. Its size is 672 concepts.

<table>
<thead>
<tr>
<th>Background knowledge ontology</th>
<th>Type of ontology</th>
<th>Size in number of concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>BK1: Economy</td>
<td>Different domain</td>
<td>323</td>
</tr>
<tr>
<td>BK2: Mid-level</td>
<td>General knowledge</td>
<td>1773</td>
</tr>
<tr>
<td>BK3: Sumo</td>
<td>General knowledge</td>
<td>576</td>
</tr>
<tr>
<td>BK4: Tap</td>
<td>General knowledge</td>
<td>5488</td>
</tr>
<tr>
<td>BK5: A.Com</td>
<td>Unknown origin</td>
<td>5624</td>
</tr>
<tr>
<td>BK6: Surrey</td>
<td>Unknown origin</td>
<td>672</td>
</tr>
</tbody>
</table>

Figure 5.2: Properties of the background knowledge ontologies

The six background knowledge ontologies with their properties are summarized on the table in Figure 5.2. Their sizes are smaller than the sizes of the background ontologies used in the case study 1 (see the table in Figure 5.1), but with respect to the common ontology sizes found online [Wang et al., 2006], they are large sized ontologies.

**Evaluation** We manually evaluated the results of the matching experiments. As a reference use-case we set the task of document reclassification, which is realistic in this context because the matching ontologies are used for classifying books and articles.
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The set of direct matches is empty in the beginning

dmatches := ∅

Lexical phase: find equivalent lexical matches

for every concept pair $X \in C_{SRC}, Y \in C_{TAR}$ do

if FULLLEXMATCH($X, Y$) then

dmatches \leftarrow (X \equiv Y)

end for

Structural phase: use the structure to find more matches

for every two relations ($X_1 \preceq X_2$) $\in R_{SRC}$, ($Y_1 \preceq Y_2$) $\in R_{TAR}$ do

if ($X_2 \equiv Y_1$) $\in$ dmatches then

dmatches \leftarrow (X_1 \preceq Y_2)

end for

for every two relations ($X_1 \succeq X_2$) $\in R_{SRC}$, ($Y_1 \succeq Y_2$) $\in R_{TAR}$ do

if ($X_2 \equiv Y_1$) $\in$ dmatches then

dmatches \leftarrow (X_1 \succeq Y_2)

end for

Figure 5.3: Algorithm for matching ontologies directly.

5.3.1 Experiments

We performed seven experiments in which we matched NALT to Agrovoc. In the first experiment, which served as baseline, we matched the ontologies directly, and in the other six we matched them indirectly using the six previously described background ontologies, one at a time.

Direct matching (Experiment 1) In the direct matching we combined lexical and structural matching. In the lexical phase the labels were normalized by discarding stop words and interpunction, and then matched to one another accounting for different word order and plural/singular form of the words. As a result, the lexical phase produced list of pairs of equivalent concepts. In the structural phase the hierarchical structure of the ontologies was used to induce further matches. The direct matching algorithm is shown in Figure 5.3.

When applied, the direct matching produced 6,437 matches between NALT and Agrovoc. This number is comparable to the numbers obtained in the OAEI 2006 [Euzenat et al., 2006] on the same test data, where most of the participating matching systems produced between 5000 and 10,000 matches.
The set of indirect matches is empty in the beginning

1. \[ \text{imatches} := \emptyset \]

**Anchoring phase: anchor SRC and TAR to BK using direct matching**

2. \[ \text{anch}^{S\rightarrow B} := \text{MatchDirectly}(\text{SRC}, \text{BK}) \]
3. \[ \text{anch}^{T\rightarrow B} := \text{MatchDirectly}(\text{TAR}, \text{BK}) \]

**Deriving relations phase: find indirect matches using the anchors and BK**

4. for every two anchors \((X \mapsto\mathop{\prec}\to Z_1) \in \text{anch}^{S\rightarrow B}, (Y \mapsto\mathop{\prec}\to Z_2) \in \text{anch}^{T\rightarrow B}\)

5. if \((Z_1 \preceq Z_2)\) then

6. \[ \text{imatches} \leftarrow (X \mapsto\mathop{\prec}\to Y) \]

7. for every two anchors \((X \mapsto\mathop{\succ}\to Z_1) \in \text{anch}^{S\rightarrow B}, (Y \mapsto\mathop{\succ}\to Z_2) \in \text{anch}^{T\rightarrow B}\)

8. if \((Z_1 \succeq Z_2)\) then

9. \[ \text{imatches} \leftarrow (X \mapsto\mathop{\succ}\to Y) \]

Figure 5.4: Algorithm for matching SRC to TAR indirectly through BK as a background knowledge.

**Indirect matching (Experiments 2 - 7)** In the indirect matching we lexically anchored the matching ontologies to the background knowledge, and then used the hierarchies of the background knowledge to induce the indirect matches. In other words, the indirect matching algorithm can be explained as follows: for two matching concepts we first find their equivalent concepts in the background knowledge (if possible), then check if these background concepts are hierarchically related, and if they are we report an indirect match between the matching concepts. The indirect matching algorithm is shown on Figure 5.4.

<table>
<thead>
<tr>
<th>Background knowledge</th>
<th>BK(_i) size</th>
<th>Source anchors</th>
<th>Target anchors</th>
</tr>
</thead>
<tbody>
<tr>
<td>BK(_1): Economy</td>
<td>323</td>
<td>121</td>
<td>106</td>
</tr>
<tr>
<td>BK(_2): MidLevel</td>
<td>1773</td>
<td>330</td>
<td>271</td>
</tr>
<tr>
<td>BK(_3): Sumo</td>
<td>576</td>
<td>79</td>
<td>72</td>
</tr>
<tr>
<td>BK(_4): Tap</td>
<td>5488</td>
<td>367</td>
<td>227</td>
</tr>
<tr>
<td>BK(_5): ACom</td>
<td>5624</td>
<td>66</td>
<td>69</td>
</tr>
<tr>
<td>BK(_6): Surrey</td>
<td>672</td>
<td>102</td>
<td>95</td>
</tr>
</tbody>
</table>

Figure 5.5: Overview of the anchoring results.

The table on Figure 5.5 summarizes the results of the anchoring phase showing the number of source and target anchors (NALT and Agrovoc, respectively) established to each background knowledge ontology. The Economy ontology has the highest number of anchors as compared to its size, roughly
to about one third of its concepts there are anchors established from the matching ontologies. Contrary, ACom has much fewer anchors relatively to its size, roughly one out of each 90 concepts has anchor established to it. We can also observe from the table that this ratio is variable for the background ontologies of the same origin.

Generally, the number of anchors is much smaller than the sizes of the matching ontologies NALT and Agrovoc, which count in tens of thousands. However, given the sizes of the background ontologies and the fact that they are not agriculture-specific, this anchoring result is not surprising.

<table>
<thead>
<tr>
<th>Background ontology</th>
<th>BK, size</th>
<th>Indirect matches</th>
<th>Additional matches on top of direct matches</th>
</tr>
</thead>
<tbody>
<tr>
<td>BK1: Economy</td>
<td>323</td>
<td>259</td>
<td>85</td>
</tr>
<tr>
<td>BK2: MidLevel</td>
<td>1773</td>
<td>200</td>
<td>81</td>
</tr>
<tr>
<td>BK3: Sumo</td>
<td>576</td>
<td>115</td>
<td>57</td>
</tr>
<tr>
<td>BK4: Tap</td>
<td>5488</td>
<td>1003</td>
<td>625</td>
</tr>
<tr>
<td>BK5: ACom</td>
<td>5624</td>
<td>87</td>
<td>71</td>
</tr>
<tr>
<td>BK6: Surrey</td>
<td>672</td>
<td>623</td>
<td>543</td>
</tr>
<tr>
<td><strong>Cumulatively all BK</strong></td>
<td>2183</td>
<td></td>
<td><strong>1428</strong></td>
</tr>
</tbody>
</table>

Figure 5.6: Overview of the indirect matching results, the number of matches established using each background ontology

The table in Figure 5.6 gives an overview on the indirect matching results. The third and fourth column show the number of indirect matches, and the number of additional indirect matches which were not found in the baseline direct matching. Each row in the table corresponds to one background knowledge ontology, except for the last one which shows the cumulative number of matches (union). Note that these cumulative numbers are not simple sums of the numbers above them, for example for the indirect matches the sum is 2287 and the cumulative number of matches is 2183. They are different because some of the matches are found by more than one background knowledge ontology. Similarly, the sum of the additional indirect matches is 1462 whereas the cumulative number is 1428. We see that the sum and the cumulative number are close to one another, which reveals very important and attractive behavior of using multiple background knowledge ontologies, namely, different ontologies produce nearly disjoint sets of indirect matches. This means that the more ontologies we use - the more matches we will find. If we look at the cumulative matches, the additional indirect matches represent 66% of all the indirect matches, which in turn means that an arbitrary
indirect match has higher chances to be an addition to the baseline matches. However, these numbers say nothing about the quality of the matches, as a next step we will evaluate their correctness.

5.3.2 Evaluation

In order to get better insight in the matching process we decided to undertake the effort of manually assessing the matches. As a natural reference we choose the task of document reclassification: the obtained matches are expected to faithfully reclassify the documents from the source to the target ontology, ideally, in the same way as a human would do.

For the precision we did the evaluation as follows: each match was checked for validity, if the correctness was not obvious then Google was used as reference by querying for \textit{define: label} to find the definition of the term \textit{label}. The evaluation of the precision proceeded in two phases: first evaluate the direct and then the indirect matches. For the direct matching which produced more than 6000 matches, we choose the random sampling method. After drawing a random sample of 10\% (640 matches), we manually assessed these matches as described above. For the indirect matches, which were in total little bit more than 2000, we took the effort to manually assess all of them.

The recall was hard to estimate because it requires all the correct matches between the matching ontologies available, which we don’t have. Therefore we set to observe the change in recall between different experiments instead of estimating the achieved recall.

The evaluation revealed that the direct matching achieved 100\% precision, i.e. all the matches in the evaluation sample were correct. The precision of the indirect matching and the change in recall are shown in the table on Figure 5.7.

5.3.3 Analysis

First general observation on the matches (all the matches from all the seven experiments) is that they were established between a small subset of the matching concepts: 2241 in NALT, and 1757 concepts in Agrovoc participated in the matches, as compared to the size of NALT which is 41,577 concepts and Agrovoc 28,174 concepts. The number of concepts which participated in the matching results were in the order of about 5\% of the size of the matching ontologies. But, this effect is not peculiarity of our experimental data, in other studies [Zhang and Bodenreider, 2003, Mork et al., 2004]
Figure 5.7: Performance of the indirect matching experiments

<table>
<thead>
<tr>
<th>Matching experiment</th>
<th>Precision indir. matches</th>
<th>Precision addit. matches</th>
<th>∆Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.2: BK₁: Economy</td>
<td>84.17%</td>
<td>51.76%</td>
<td>0.68%</td>
</tr>
<tr>
<td>Exp.3: BK₂: Mid-level</td>
<td>97.00%</td>
<td>92.59%</td>
<td>1.17%</td>
</tr>
<tr>
<td>Exp.4: BK₃: Sumo</td>
<td>76.52%</td>
<td>52.63%</td>
<td>0.47%</td>
</tr>
<tr>
<td>Exp.5: BK₄: Tap</td>
<td>57.23%</td>
<td>31.36%</td>
<td>3.04%</td>
</tr>
<tr>
<td>Exp.6: BK₅: A.Com</td>
<td>36.78%</td>
<td>22.54%</td>
<td>0.25%</td>
</tr>
<tr>
<td>Exp.7: BK₆: Surrey</td>
<td>35.63%</td>
<td>26.15%</td>
<td>2.21%</td>
</tr>
<tr>
<td><strong>Cumulatively BK₁-BK₆</strong></td>
<td><strong>57.63%</strong></td>
<td><strong>35.22%</strong></td>
<td><strong>7.81%</strong></td>
</tr>
</tbody>
</table>

similar effect was noticed when matching the FMA and GALEN ontologies which model the human anatomy. These ontologies have 59,000 and 24,000 concepts respectively, and the number of matched concepts reported in the studies is in the order of 10% of the ontology sizes. It seems that this effect occurs when matching large ontologies even though they model the same domain. Most likely explanation for this is that for the general concepts there is much better naming agreement, while for the more specific ones, which represent the majority, there is almost no agreement. In such a situation the labeling problem is solved by using many words to name a single concept. As an example, in NALT there is a concept named \textit{Salmonella choleraesuis subsp. choleraesuis serovar Paratyphi A}.

Discussion on the precision and recall  The table on Figure 5.7 shows the precision of the indirect matches, and the increase of recall with respect to the baseline direct matching. Each row corresponds to one background ontology, except for the last which shows the results for the cumulative use of all the background ontologies together.

All the indirect matches which were also found in the baseline were correct, incorrect matches only appeared when they were not found in the baseline matching. Hence, the precision of the additional indirect matches is lower than the precision of the indirect matches.

The \textit{Tap} ontology resulted in 57.23% precision, however, a special situation had reduced the precision of this ontology. Many of the matches were wrongly established to the target concept called \textit{Node}. The root concept in \textit{TAP} is called \textit{Node}, and the target concept anchored to it was found related to any source concept anchored in \textit{Tap}. When these wrong matches are not
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taken into account, the precision of Tap is calculated to 92.13%. This example gave a very important insight, the indirect matching can be very sensitive to mistakes which are high in the background knowledge hierarchy. The fact that the root concept of Tap was named Node caused drastic change in the results when we used it as background knowledge.

The first four background ontologies which are expert-created exhibit high precision in the indirect matches (more than 75%), and relatively high precision in the additional indirect matches (more than 50%). This reinforces the findings from the case study 1 that the high-quality ontologies show high precision. On the other hand, the unknown-origin ontologies show lower precision which is not a surprising thing given the low quality of their content.

Observing the recall we see that Tap provides the highest increase of recall, shown in the third column, but the Surrey ontology is the second next to the Tap ontology in the recall increase. While the ontologies of an unknown origin might show low precision, that does not prevent the recall being increased considerably. We also see that Surrey is much smaller than Midlevel, Tap and ACom, which is an empirical proof that small size does not immediately imply low recall.

**Causes of wrong matches** For the first four background knowledge ontologies there were two main causes for wrong matches: contextual problems and relatively small mistakes. Examples of matches caused by contextual problems are the following:

\[
\begin{align*}
\text{NALT: Meat} & \xrightarrow{\leq} \text{Agrovoc: Product} \\
\text{NALT: Vehicle} & \xrightarrow{\leq} \text{Agrovoc: Product} \\
\text{NALT: Organism} & \xrightarrow{\leq} \text{Agrovoc: Agent}
\end{align*}
\]

Meat can be seen as a kind of product in the domain of economy, however, for our matching task this was not a desirable match. These matches can be seen as relations establishing roles, meat and vehicles can have the role of a product, and organism can have the role of an agent. Such modeling is apparently good for the contexts of these background ontologies. For discussions related to the context issues in knowledge representation the reader is referred to the Cyc Knowledge Base [Lenat, 1995] and the study of [Davis et al., 1993].

[33] The study argues that the knowledge representation issues and the functionality of the system are intrinsically tied to one another, I quote: ”Representation and reasoning are inextricably intertwined: we cannot talk about one without also, unavoidably, discussing the other. We argue as well that the attempt to deal with representation as knowledge content alone leads to an incomplete conception of the task of building an intelligent reasoner.”
addition to the context problems, few of the wrong matches were caused by relatively small mistakes, such examples are the matches:

\[
\begin{align*}
\text{NALT: Marine invertebrae} & \rightarrow \text{Agrovoc: Fish} \\
\text{NALT: Herbivore} & \rightarrow \text{Agrovoc: Mammals}
\end{align*}
\]

Jellyfish are kind of Marine invertebrae but they are not fish, and some kinds of birds are herbivore but not mammals. These relations come close to generally accepted claims like ”birds fly” while exceptions exist: ”penguins are birds, and yet they do not fly”. We stress here that there were no different causes for wrong matches between Economy and the other three general-knowledge ontologies. The high-quality ontologies, whether they model different domain or are general-knowledge, the same reasons caused them to produce wrong matches when they were applied as background knowledge.

For the last two ontologies, which have unknown origin, mistakes were the cause for the wrong matches. For example:

\[
\begin{align*}
\text{NALT: Gas} & \rightarrow \text{Agrovoc: Turbines} \\
\text{NALT: Waste} & \rightarrow \text{Agrovoc: Water}
\end{align*}
\]

The concepts in these wrong matches are semantically related, however, no strict relation can be established. These matches are clearly wrong. This suggests that ACom and Surrey were obtained by straight-forward transformation of a directory structure into an ontology.

5.3.4 Conclusions of case study 2

Observing the precision, the expert-created ontologies such as Economy, Mid-level, Sumo and Tap resulted in relatively high precision (more than 75%), and the main causes of wrong matches were contextual differences with the matching ontologies and small mistakes. The ontologies of unknown origin like ACom and Surrey resulted in lower precision (less than 40%) and the main cause of wrong matches were mistakes. This makes the expert-created ontologies more trustworthy and clearly preferable background knowledge candidates over the unknown-origin ontologies with respect to the precision.

All the background ontologies together provided relatively small increase in the recall of about 8% in addition to the direct matching. However, they resulted in nearly disjoint sets of matches, which means that new ontologies are likely to provide new additional matches and further increase the recall.

Furthermore, the expert-created ontologies, regardless whether they modeled different domain from the matching ontologies (Economy) or they were
5.4 Conclusions

The question of how successful is using multiple background ontologies in the matching is made more complicated by the fact that different applications require different qualities of the matching system. Importantly, both case studies showed that the recall monotonically increases with adding more background ontologies. This is an important property because increasing the recall is seen as bigger challenge in the current matching systems. For the precision, the success depends on the qualitative characteristics of the background ontologies.

In the first case study the recall is almost doubled as compared to the baseline matching (from 44% to 82%). The ontologies provide large and to some extent overlapping contribution, i.e. the same matches are discovered by more background ontologies. In the second case study the recall increased 8%, which is smaller contribution, but unlike the first case study, in the second the contributions were disjoint, almost no matches were found by more than a single ontology. This encourages adding more background ontologies because the experiments indicate the recall will increase further. Interestingly, the second case study showed that not only the expert-created ontologies increase the recall, but the ontologies of unknown origin can also provide recall increase comparable to what expert ontologies do.

Both case studies showed that large ontology size can result in large contribution to the matching, but that is not necessarily the case. In the first case study DICE, and in the second the Surrey ontology contributed more than other ontologies even though they were smaller in size.

We conclude that the precision depends on the quality of the background ontologies and the context of the knowledge they model. The extensive expert-created ontologies in the first case study, that precisely described
the domain of the matching ontologies achieved precision around 95%. The
expert-created ontologies in the second case study showed lower precision
which was above 75%, where the precision was mainly reduced due to the
context of the knowledge they model. Finally, the ontologies of unknown
origin showed low precision below 40%, and this was mainly caused by mis-
takes in their content. Another important lesson about the precision was the
experiment with the Tap ontology, which pointed out that precision can be
very sensitive to mistakes high in the background knowledge hierarchy.
Chapter 6

Combining background knowledge relations

In the previous chapters we discussed the use of background knowledge in matching ontologies. In the reported experiments, the reasoner mainly made use of the subsumption hierarchies present in the background ontologies. In this chapter we will investigate the reasoning process further, in particular combining relations of different types from the background knowledge in a matching task. We will provide two case studies. In the first, we integrate two anatomy ontologies using a comprehensive and structure-rich domain ontology as background knowledge. The study suggests that largest benefit in the matching is obtained when the different relation-types in the background knowledge are combined, but obtaining this benefit requires prior analysis to determine how to combine the relations in the background knowledge. In the second case, we use a music ontology to mediate the process of matching user’s preferences with classes in music provider’s classification schemes. This enables the users to use a richer vocabulary in expressing their preferences, which is more natural than the classical search scheme offered by the music content providers. Both case studies were conducted using existing available ontologies. Combining different background relations appears to be useful, and perhaps even needed for a successful matching in these applications. This chapter is based on the work published in [Alekovski et al., 2006c, Aleksovski et al., 2006b].
CHAPTER 6. COMBINING BACKGROUND KNOWLEDGE RELATIONS

6.1 Introduction

The subsumption hierarchies provide a natural way of organizing the concepts in a domain\(^1\). They relate the concepts by stating that one is more or less general than another concept. The currently active OWL web ontology standard [Horrocks et al., 2003] inherits the subsumption expressivity from simpler formats such as the RDFS\(^2\). The existing ontologies, however, go beyond the subsumption hierarchies and use other relations between the concepts to express domain specific knowledge.

The medical domain is rich with ontologies, in particular expert-created [Rose and Jr., 2003, Bodenreider, 2004, Bodenreider et al., 1998, Cimino et al., 2003], that describe the human anatomy, diseases, medications, etc. Anatomy ontologies, such as the FMA\(^3\), organize the different parts of the human body in hierarchies, but also relate them with medical-specific relations, expressing that, for example, one part is attached to another, or one organ sends output to another. In anatomy, besides subsumption, part-of is widely used to build hierarchies which are perhaps even more useful systematic organization of the vast amount of different anatomical parts. Part-of, even though is generic and possible to encounter in many domains, it is still domain and context dependent, [van Hage et al., 2006].

The music domain ontologies organize the metadata that describes music content, and other music-related entities. It is an interesting commercial domain which suffers from ill-defined conceptualization, but contains a lot of formalized metadata collections used in various ways for finding music of interest. The music content is generally organized in classes such as genres and styles, but is also described through other music-specific attributes such as instruments, moods, tempos, rhythms, etc. This metadata is becoming crucially important for organizing and finding music, given the amount and the increasing pace of available music content.

The above indicates that ontologies rich with domain specific relationships are increasingly becoming available. Then, a natural question is, how can we benefit from this knowledge in ontology matching?

Domain specific relations have already been used in some of the existing matching tools. Falcon-AO [Jian et al., 2005], for example, interprets any relation between concepts as a kind of similarity, and performs some form

---

\(^1\)http://www.w3.org/TR/owl-features/
\(^2\)http://www.w3.org/TR/rdf-schema/
\(^3\)Foundational Model of Anatomy, a description is provided in Section 6.2.1
of similarity flooding through the structure of the matching ontologies (intuitively, related concepts are more likely to be similar than the unrelated, no matter the kind of relatedness), see Section 2.1.2 for more details. In the current investigation we choose not to ignore the specific semantics of the domain relations, and we carefully examined the possibility of combining the different relations to establish the matching. Using domain-specific characteristics of the background knowledge reduces the applicability of the heuristics in the study to the scope of the domain, but still provides general insights about what can be expected when such domain-specific knowledge is applied in the matching process. Major findings of our study presented in this chapter are: first, domain-specific relations can be successfully applied in the matching process, and second, it is the combination of different relations in the background knowledge that results in the maximal benefit for the matching.

In Section 6.2 we will present a case study of using a comprehensive medical ontology to mediate the matching of two medical ontologies, then in Section 6.3 we will present a case study of using a music ontology to mediate the process of matching user’s preferences with classes from music content provider’s schemes, and with Section 6.4 we will conclude the chapter.

6.2 Combining relations in medical background knowledge

Aiming to analyze the effects of combining relations in the background knowledge, in the first case study we conducted a set of experiments with medical ontologies. In choosing a representative test data for experimenting, we used the following selection criteria: (i) the matching ontologies should cover the same domain, (ii) the background knowledge should be of a high quality (preferably created by specialists in the field), and (iii) besides covering the same domain as the matching ontologies it should be comprehensive and rich with different relations. Matching these criteria, we choose three ontologies: the anatomy parts of CRISP and MeSH document classification schemes as matching ontologies, and the FMA anatomy ontology as a background knowledge. As a matching task we pose the challenge to find equivalent, broader-than and narrower-than relations between the matching concepts. As a use-case we set to use the matches for document reclassification from CRISP to MeSH. This matching task is realistic and natural in the context, given that these schemes are used in document classification systems.
6.2.1 Case study description

We compared the results of matching CRISP to MeSH directly, and matching them indirectly through FMA as a background knowledge. Particularly interesting are the matches found in the indirect matching, which were not found in the direct matching\(^4\). The quality of these matches, and the difference in the amount of direct and indirect matches provide a clue about the added value of the domain background knowledge in the matching.

**Source ontology:** CRISP\(^5\) (Computer Retrieval of Information on Scientific Projects\(^6\)) is a biomedical document classification system. The documents are classified using a scheme of medical descriptions organized in a hierarchy. The hierarchical ordering is based on broader-than ($\geq$) (and its inverse narrower-than ($\leq$)) relations between the meaning of these descriptions. We extracted the anatomy sub hierarchy of this scheme and used it as a source ontology. It consists of 738 descriptions.

**Target ontology:** MeSH (Medical Subject Headings) is the National Library of Medicine’s controlled vocabulary thesaurus\(^7\) used for classification.

---

\(^4\)There were matches discovered in the direct and not in the indirect matching. We will discuss this, and show an example of such a match later in Section 6.2.3.

\(^5\)Besides CRISP, we will also use CSP for reference, and for MeSH we will also use MSH.

\(^6\)http://crisp.cit.nih.gov/

\(^7\)http://www.nlm.nih.gov/mesh/
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of documents\(^8\). For our experiments we used the anatomy sub hierarchy, which consisted of 1475 classes. As CRISP, the hierarchy of MeSH is also established through broader-than and narrower-than relations.

**Background knowledge ontology:**  FMA (Foundational Model of Anatomy) as stated in its description\(^9\):

"The Foundational Model of Anatomy is a domain ontology that represents a coherent body of explicit declarative knowledge about human anatomy."

We used a version of FMA which dates from the end of 2005. It contains 75,000 concepts interconnected with around 160 different relation types. These relation types include hierarchical orderings based on isa and part-of relations, and also include other anatomy-specific relation types like is-attached-to, sends-output-to, etc. Given our matching task, i.e. finding broader-than and narrower-than relations between the matching concepts, from the available relation types in FMA we selected the isa and part-of including the three specializations of the part-of relation type: regional-part-of, systemic-part-of and constitutional-part-of. They were the only relation types compatible with the expected matching result (isa and part-of are a special kind of narrower-than and consequently could be used to deduce potential indirect matches).

We generalized the three part-of specializations, and merged them with the existing part-of relations in FMA. As stated in the seminal paper on the structure of FMA [Rose and Jr., 2003], merging these specializations with their more general counter-part is valid, and results in a richer general part-of hierarchy. This generalization resulted in one effective part-of hierarchy of around 22,000 relations. As such we used it in the experiments. The subsumption hierarchy we used unchanged, as it exists in FMA. It contained all the 75,000 concepts from the ontology.

### 6.2.2 Experiments

We performed five experiments. In the first (Experiment 1), we matched CRISP to MeSH directly, and in the other four we matched them indirectly using FMA as a background knowledge. In these four experiments we tested

\(^8\)We used the Dutch translation of MeSH in a study described in the previous chapter

\(^9\)http://sig.biostr.washington.edu/projects/fm/AboutFM.html
The set of direct matches is empty in the beginning

dmatches \(:= \emptyset \)

**Lexical phase: find equivalent and partial lexical matches**

```
for every concept pair \( X \in C^{\text{CSP}}, Y \in C^{\text{MSH}} \) do
  if FullLexMatch\((X, Y)\) then
    dmatches \(:= (X \xrightarrow{=} Y)\)
  if PartialLexMatch\((X, Y)\) then
    dmatches \(:= (X \xrightarrow{\prec} Y)\)
  if PartialLexMatch\((Y, X)\) then
    dmatches \(:= (X \xrightarrow{\succ} Y)\)
end for
```

**Structural phase: use the structure to find more matches**

```
for every two relations \( (X_1 \xpreceq X_2) \in R^{\text{CSP}}, (Y_1 \xpreceq Y_2) \in R^{\text{MSH}} \) do
  if \((X_2 \xrightarrow{\preceq} Y_1) \in \text{dmatches}\) then
    dmatches \(:= (X_1 \xrightarrow{\preceq} Y_2)\)
  for every two relations \( (X_1 \succeq X_2) \in R^{\text{CSP}}, (Y_1 \succeq Y_2) \in R^{\text{MSH}}\) do
    if \((X_2 \xrightarrow{\succeq} Y_1) \in \text{dmatches}\) then
      dmatches \(:= (X_1 \xrightarrow{\succeq} Y_2)\)
  end for
end for
```

Figure 6.2: Algorithm for matching CRISP to MeSH ontology directly.

different ways of using isa and part-of relations from FMA to obtain broader-than and narrower-than relations between the matching concepts. The result of each experiment was a set of matches connected through one of the three relations: \( \xrightarrow{=}, \xrightarrow{\prec}, \xrightarrow{\succ} \) (equivalent), (narrower-than), (broader-than).

**Direct matching**

**Experiment 1:** In the direct matching experiment we used the concept’s labels and the hierarchies of the matching ontologies. It proceeded in two consequent phases: lexical and structural.

The lexical phase discovered full and partial lexical matches between the matching concepts. Before matching, in a preprocessing step we normalized the labels by discarding interpunction and stop-words like the, of, and etc. When comparing the labels we accounted for a different word order. When comparing separate words from the labels we considered singular/plural forms of the same words - two words have the same meaning if one differs only in an additional s at the end, or one word ends with y and the other with ies. This lexical matching is similar to the one we used in
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4.3.1, but now it is adjusted to English, while previously it was adjusted to the Dutch language.

We concluded a full match between two arbitrary concepts $X$ and $Y$, i.e. $X \equiv \rightarrow Y$ when a pair of their labels matched, i.e. both labels consisted of the same words. When matching partially, for two comparing arbitrary concepts $X$ and $Y$, if $X$ had a label consisting of a superset of words of a label of $Y$ we concluded $X \preceq \rightarrow Y$, and analogously $X \preceq \rightarrow Y$ if $X$ had a label that consisted of a subset of the words of a label of $Y$. In other words, we used the partial lexical matches following the intuition that additional words in a label additionally constrain the meaning. This way, for example, we concluded that

$$\text{CSP: Mesenteric artery} \preceq \rightarrow \text{MSH: Artery}$$

because \text{Mesenteric artery} has one extra word.

In the structural phase of direct matching we used the structure of CRISP and MeSH to further induce matches by combining the structural relations from CRISP and MeSH with the previously obtained lexical matches. For example, combining the two relations:

$$\text{CSP: Brain} \equiv \rightarrow \text{MSH: Brain}$$

$$\text{MSH: Brain} \succeq \rightarrow \text{MSH: Temporal lobes}$$

can imply the match:

$$\text{CSP: Brain} \preceq \rightarrow \text{MSH: Temporal lobes}$$

To exhaustively use the structure of the matching ontologies, we performed a transitive chaining over the combined lexical matches and structural relations from the matching ontologies. We achieved this by applying the following rules:

- if $(X^C \preceq \rightarrow Y^M)$ and $(Y^M \preceq \rightarrow Z^M)$ induce $(X^C \preceq \rightarrow Z^M)$
- if $(X^C \preceq \rightarrow Y^C)$ and $(Y^C \preceq \rightarrow Z^M)$ induce $(X^C \preceq \rightarrow Z^M)$
- if $(X^C \preceq \rightarrow Y^M)$ and $(Y^M \preceq \rightarrow Z^M)$ induce $(X^C \preceq \rightarrow Z^M)$
- if $(X^C \preceq \rightarrow Y^C)$ and $(Y^C \preceq \rightarrow Z^M)$ induce $(X^C \preceq \rightarrow Z^M)$

Even though equivalence ($\equiv$) relations are not found in the rules, they were implicitly used. Namely, we considered $X \equiv Y$ as the two relations $X \preceq Y$ and $X \succeq Y$ compounded, and used them as such in the rules above. The final result of the direct matching was obtained after exhaustive application of these rules on the set of matches obtained in the lexical phase. The complete algorithm for directly matching the CRISP to MeSH is shown in Figure 6.2.
The set of indirect matches is empty in the beginning

\[
\text{imatches} := \emptyset
\]

**Anchoring phase:** anchor CRISP and MeSH to FMA using direct matching

\[
\text{anch}^{\text{C} \to \text{F}} := \text{MatchDirectly(CRISP, FMA)}
\]

\[
\text{anch}^{\text{M} \to \text{F}} := \text{MatchDirectly(MeSH, FMA)}
\]

**Deriving relations phase:** find indirect matches using the anchors and FMA

for every two anchors \((X \xrightarrow{\preceq} Z_1) \in \text{anch}^{\text{C} \to \text{F}}, \ (Y \xrightarrow{\preceq} Z_2) \in \text{anch}^{\text{M} \to \text{F}}\)

if \((Z_1 \preceq Z_2)\) then

\[
\text{imatches} \leftarrow (X \xrightarrow{\preceq} Y)
\]

for every two anchors \((X \xrightarrow{\succeq} Z_1) \in \text{anch}^{\text{C} \to \text{F}}, \ (Y \xrightarrow{\succeq} Z_2) \in \text{anch}^{\text{M} \to \text{F}}\)

if \((Z_1 \succeq Z_2)\) then

\[
\text{imatches} \leftarrow (X \xrightarrow{\succeq} Y)
\]

Figure 6.3: Algorithm for matching CRISP to MeSH indirectly through FMA as a background knowledge. **MATCHDIRECTLY** is depicted in Figure 6.2.

**Indirect matching**

In the indirect matching experiments we applied the general matching scheme shown in Figure 3.1 from Chapter 3. As such, the matching proceeded in two steps: anchoring CRISP and MeSH to FMA, and then finding indirect matches between CRISP and MeSH through FMA, using it as a background knowledge (deriving relations step). The general matching scheme instantiated for this particular case is shown in Figure 6.1.

We anchored CRISP and MeSH to FMA using the lexical matching technique described in Experiment 1 to match CRISP to MeSH. Both CRISP and MeSH were anchored to FMA, producing two result sets: \(\text{CSP} \leftrightarrow \text{FMA} \) and \(\text{MSH} \leftrightarrow \text{FMA} \) with anchor relations of the three types: \(\equiv \), \(\preceq \) and \(\succeq \). The produced anchors were used in all four indirect matching experiments (Exp.2 - Exp.5).

When deriving the relations, we combined the anchors with the relations in the background knowledge. Basically, we chained the \(\preceq \) and \(\succeq \) relations across the anchors and the background knowledge\(^{10}\). We did this by applying the two symmetric rules:

\[
\text{if } (X^C \xrightarrow{\preceq} Z_1^F \preceq Z_2^F \xrightarrow{\preceq} Y^M) \text{ induce } (X^C \xrightarrow{\preceq} Y^M)
\]

\[
\text{if } (X^C \xrightarrow{\succeq} Z_1^F \succeq Z_2^F \xrightarrow{\succeq} Y^M) \text{ induce } (X^C \xrightarrow{\succeq} Y^M)
\]

\(^{10}\)We did something similar in the direct matching where we chained the \(\succeq \) and \(\preceq \) relations obtained in the lexical matching with the structure of the ontologies.
These rules were applied exhaustively, and the result was the indirect matching between CRISP and MeSH. Note that these rules use equivalence relations as a special type of $\preceq$ and $\succeq$, and the anchors established from MeSH are in the reverse direction, i.e., they anchor MeSH concepts to the FMA concepts. The complete algorithm that performs the described indirect matching is shown in Figure 6.3.

The rules above use $\preceq$ and $\succeq$ relations between the concepts in FMA ($Z_1^F \preceq Z_2^F$ and $Z_1^F \succeq Z_2^F$). However, as explained in its description, FMA does not contain any relations of this type. Instead, it contains its specializations: isa, part-of, and three special types of part-of relations. All the indirect matching experiments generalized these relations to $\preceq$ and $\succeq$, but they did it in different ways. Now, we describe how each indirect matching experiment used the isa and part-of relations from FMA.

**Experiment 2:** Indirect matching by using FMA isa and part-of direct relations. We induced a relation between the FMA concepts if they were directly related with isa or part-of relation. We used the following rules:

\[
\begin{align*}
(X^F \text{ isa } Y^F) & \text{ induce } (X^F \preceq Y^F) \\
(X^F \text{ part-of } Y^F) & \text{ induce } (X^F \preceq Y^F)
\end{align*}
\]

When a relation $X^F \preceq Y^F$ was induced, we added its semantic equivalent $Y^F \succeq X^F$ as well. We did this symmetric inference in all the indirect matching experiments.

**Experiment 3:** Indirect matching by using the transitive chaining of FMA isa and part-of relations independantly. Relation between two FMA concepts was induced when they were related in a isa* or part-of* relation, that means using isa or part-of multiple times. This was achieved by applying the following rules:

\[
\begin{align*}
(X_1^F \text{ isa } \ldots \text{ isa } X_n^F) & \text{ induce } (X_1^F \preceq X_n^F) \\
(X_1^F \text{ part-of } \ldots \text{ part-of } X_n^F) & \text{ induce } (X_1^F \preceq X_n^F)
\end{align*}
\]

**Experiment 4:** Indirect matching by using the transitive changing of FMA isa and part-of relations combined. In this experiment we merged the isa and part-of relations and then used the transitive chaining of the resulting relation. We used one single inference rule:

\[
(X_1^F \sim^1 \ldots \sim^n X_n^F) \text{ where } \sim^i \in \{\text{isa, part-of}\} \text{ induce } (X_1^F \preceq X_n^F)
\]

After analyzing the results of Experiment 4 it appeared that wrong inferences were created when isa relation is used before part-of in the chaining, later in this section we will see an example of this. To overcome this negative effect we did the next experiment.
Experiment 5: Indirect matching by using the transitive chaining of FMA \textit{isa} and \textit{part-of} relations combined, without using \textit{isa} before \textit{part-of}. What we did in this experiment was using the same inferencing as in the previous experiment but we avoided the use of \textit{isa} relation before \textit{part-of} in the chaining process. Such inference was achieved using the following rule:

\[(X_1^F \text{ part-of... part-of } X_k^F \text{ isa... isa } X_n^F) \text{ induce } (X_1^F \preceq X_n^F)\]

6.2.3 Analysis of the results

Now we will present, evaluate and analyze the results of the experiments. Before doing so, we will first explain how we will characterize and present the matching results.

An important issue in presenting the matching results is that a set of matches may contain matches which are implied by the others, in combination with the structure of the ontologies. For example, all the concepts in CRISP are found more specific than the root concept in MeSH, whereas having equivalence between the two root concepts already implies all those matches. Similarly, having a match between two concepts contains implicit knowledge about their sub and super-concepts. To make a fair trade-off between the two cases of having all the possible matches and having only the minimal set of matches that implies all the rest, we decided on a result set that is in between.

In each matching experiment we did the following: We started from the set of all matches, including the implied. For each source concept we took the set of all its matches, and then minimized that set by discarding the matches which are implied by the rest of the set. The minimal set is not sensitive to the order of discarding the implied matches. The union of these minimized sets was the final result. This trade-off matching set extracts the minimal knowledge from the matching result for each of the source concepts separately.

In the anchoring phase we matched CRISP and MeSH to FMA directly. The results are shown in Figure 6.4. The equivalence relations were established as 1-1 matches, while \textit{narrower-than} and \textit{broader-than} as many to many. Looking for equivalences only already produced successful anchoring: 65.5\% of CRISP and 70.6\% of MeSH concepts were anchored to their equivalent concepts in FMA. This success comes from the richness of FMA. Yet, for many there were no equivalent concepts in FMA because of different scopes of coverage of the anatomy domain. In CRISP, for example, there is a concept CSP: Muscle movement which is not an anatomical part of the human
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body, and as such does not exist in FMA. Still, as shown in the last column on Figure 6.4, nearly 99% of the concepts from both CRISP and MeSH were anchored due to the use of the structure of CRISP and MeSH. For example, CSP:Muscle movement was anchored as narrower-than to FMA:Muscle because within CRISP it is narrower-than CSP:Muscle.

<table>
<thead>
<tr>
<th>CRISP → FMA</th>
<th>Anchoring concepts</th>
<th>⩵</th>
<th>⩾</th>
<th>⩾</th>
<th>Anchored concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>738</td>
<td>483 (65%)</td>
<td>607</td>
<td>1,474</td>
<td>730 (98.9%)</td>
<td></td>
</tr>
<tr>
<td>1,475</td>
<td>1,042 (70%)</td>
<td>1,545</td>
<td>2,227</td>
<td>1,462 (99.1%)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.4: The number of anchors obtained when anchoring CRISP and MeSH to FMA

Figure 6.5 summarizes the results of the five experiments. Comparing the indirect to the direct matching, the indirect matchings found many more narrower-than and broader-than relations than the direct matching. It appeared that the concepts in CRISP and MeSH can be related in many more ways beyond those found by using the structure of these ontologies alone. In this case FMA contributed the missing knowledge which resulted in the improvement over the direct matching.

<table>
<thead>
<tr>
<th>Matches CRISP → MeSH</th>
<th>⩵</th>
<th>⩾</th>
<th>⩾</th>
<th>Total</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exper. 1: Direct</td>
<td>448</td>
<td>417</td>
<td>156</td>
<td>1,021</td>
<td></td>
</tr>
<tr>
<td>Exper. 2: Indir. isa, part-of</td>
<td>395</td>
<td>516</td>
<td>405</td>
<td>1,316</td>
<td>29%</td>
</tr>
<tr>
<td>Exper. 3: Indir. isa*, part-of*</td>
<td>395</td>
<td>933</td>
<td>1,402</td>
<td>2,730</td>
<td>167%</td>
</tr>
<tr>
<td>Exper. 4: Indir. (isa, part-of)*</td>
<td>395</td>
<td>1,511</td>
<td>2,228</td>
<td>4,143</td>
<td>306%</td>
</tr>
<tr>
<td>Exper. 5: Indir. part-of<em>isa</em></td>
<td>395</td>
<td>972</td>
<td>1,800</td>
<td>3,167</td>
<td>210%</td>
</tr>
</tbody>
</table>

Figure 6.5: The number of matches in the five experiments of matching CRISP to MeSH directly and indirectly

The last column in Figure 6.5 shows the increase in the number of matches obtained in the indirect matching relative to the direct matching. The indirect matching of Experiment 2 produced 29% more matches than the direct matching. So, using only the direct isa and part-of relations between the concepts in FMA already outperformed the direct matching. When using the transitive closure of isa and part-of (Experiment 3) we obtained an increase of 167%, or nearly 2.7 times more matches than the direct matching. When arbitrarially mixing isa and part-of with their transitive closure we got an
increase of 306%, or 4 times more matches than the direct. The fifth experiment, when combining the isa and part-of in a restricted way, there was an increase of 210% which is 3.1 times more matches than the direct. It produced 26% less matches than the fourth, and 19% more than the third experiment. We observe that the first major jump in the performance is noticeable when the transitive chaining is involved in the inference, that is in Experiment 3 (167% increase).

These numbers show that using background knowledge produces substantially more matches than direct matching. Without combining the relations within the background knowledge it is already better than the direct matching, then combining the relations in the background knowledge produces much more matches, and combining different relations within the background knowledge produces the maximal benefit of this approach. Of course, these numbers do not say anything about the quality of the matches. In particular, if the relations are combined arbitrarily then there is big increase in the number of matches but also wrong matches are created as we will see below. However, when combining the background relations in a specific way we retain the precision while still considerably increasing the recall.

For the Equivalence (≡) relation, the indirect matching found slightly less relations than the direct matching. All the indirect matchings discovered the same amount of equivalences because the only way to find equivalence indirectly is to have both concepts anchored as equivalent to the same concept in the background knowledge (this is not the case in general, if the background knowledge contains loops the reasoning can find equivalent concepts even when they are not anchored to the same background concept. This occurs in practice, however, it is a problem of the modeling of the background knowledge, not the matching method). The equivalences found directly and not indirectly were caused by concepts which existed in CRISP and MeSH but not in FMA. In the next section we discuss such a case. In few cases equivalences were detected indirectly and not directly because their labels were found as synonymous only through the background knowledge.

**Evaluation of results** To test for correctness of the matches, we randomly choose 70 CRISP concepts, and inspected their matches found in the experiments by manually browsing the Wikipedia pages describing these concepts. The sample set is about 10% of the size of CRISP. The results of the evaluation are presented in Figure 6.6. The table describes the evaluation for each experiment in a single row: column two is the number of

\[\text{http://wikipedia.org/}\]
obtained matches, column 3 is the number of correct matches, column 4 is the change in recall as compared to the direct matching, and the column 5 is the precision measured in the experiment.

<table>
<thead>
<tr>
<th>Matches CRISP → MeSH</th>
<th>Total</th>
<th>Correct</th>
<th>∆Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.1: Direct</td>
<td>80</td>
<td>80</td>
<td>/</td>
<td>100%</td>
</tr>
<tr>
<td>Exp.2: Indir. isa and part-of</td>
<td>107</td>
<td>107</td>
<td>+34%</td>
<td>100%</td>
</tr>
<tr>
<td>Exp.3: Indir. isa part-of</td>
<td>193</td>
<td>193</td>
<td>+141%</td>
<td>100%</td>
</tr>
<tr>
<td>Exp.4: Indir. (isa, part-of)*</td>
<td>303</td>
<td>274</td>
<td>+245%</td>
<td>90.4%</td>
</tr>
<tr>
<td>Exp.5: Indir. part-of<em>isa</em></td>
<td>228</td>
<td>228</td>
<td>+185%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 6.6: Evaluation of the matchings CRISP to MeSH directly and indirectly on a randomly drawn set of 70 CRISP concepts

Inspecting the precision, only in Experiment 4 there were wrong matches found where the precision dropped to 90.4%. In the other experiments it was 100%, meaning that all the discovered matches were correct. The high percentage of correct matches in the indirect matching experiments can be explained with the high quality of the knowledge in FMA. However, in lack of gold standard, checking the correctness of the matched turned out not to be straight forward. Often, we had to make a non-trivial choice what to consider correct and what not. Namely, some matches are arguably correct because of the non-precise definition of the broader-than (and narrower-than) relation type. When using the relation constitutional-part-of from FMA, for example, we found that the ulnar artery is a constitutional part of the elbow, but it stretches through the whole arm, and therefore it is not part of the elbow only. We call these matches shared. Having the relation between ulnar artery and elbow is a useful one, somebody looking for medical resources about an elbow is interested in the arteries passing through the elbow as well, see Wikipedia for more details on this example. We explored the matches ⪯ or ⪰ produced in Experiment 5 on the Gold Standard set of concepts (in total they were 185 matches), and found out that 60 matches are shared, while the other 125 are not. This means that even if inspecting the matches rigidly by discarding shared matches, the background knowledge still results in a large boost of the matching results.

The recall was too difficult to reliably estimate for the matching results\(^\text{12}\). In lack of a Gold Standard to calculate the recall, we observed its relative change over the different experiments. This change is shown in the table in

\(^\text{12}\)To estimate the recall on a given sample set, we should be able to find all the possible correct matches for each concept in the set.
Figure 6.7: Example of a correct indirect match Temporal lobe $\xrightarrow{\text{narrower-than}}$ Head.

Example matches  To get a clearer picture of the matching process, we discuss three example matches which are representative for different classes from the result sets.

- **Case 1:** Matches found by indirect and not by the direct matching. A representative example of these matches is:

  CSP: Temporal lobe $\xrightarrow{\text{equivalent}}$ MSH: Head

  Its inference is shown in Figure 6.7. Temporal lobes are parts of the brain, and consequently parts of the human’s head. In the structure of MeSH and CRISP they are classified under the Brain which is classified under Central Nervous System, and are not connected in any way with the Head. That prevents straight forward detection of the match in the direct matching, simply using the relations in the matching ontologies. As a consequence the background knowledge is crucial in finding the match.

- **Case 2:** Incorrect match produced by arbitrary mixing of isa and part-of hierarchies. When using isa and then part-of in the inference, some of the matches were incorrect. An example of such an inference is shown in Figure 6.8, finding the match:
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CSP: Dental pulp \( \xleftarrow{\xi} \) MSH: Bronchus

Dental pulp is a tissue located in the center of a tooth, and bronchus is an air passage that leads from the trachea to the lung. Obviously, the two cannot be connected in a broader-than relation. So, what causes this wrong inference? Each of the two relations:

\[
\text{FMA: Dental pulp} \quad \text{isa} \quad \text{FMA: Loose conn. tissue} \\
\text{FMA: Loose conn. tissue} \quad \text{part-of} \quad \text{FMA: Right main bronchus}
\]

remain correct when isa and part-of are generalized to \( \preceq \):

\[
\text{FMA: Dental pulp} \quad \preceq \quad \text{FMA: Loose conn. tissue} \\
\text{FMA: Loose conn. tissue} \quad \preceq \quad \text{FMA: Right main bronchus}
\]

however, the chaining over this generalization is not valid any more, the relation:

\[
\text{Dental pulp} \quad \preceq \quad \text{Right main bronchus}
\]

is incorrect, which then leads to the incorrect match:

\[
\text{CSP: Dental pulp} \quad \xleftarrow{\preceq} \quad \text{MSH: Bronchus}
\]

- Case 3: Matches found by direct but not by the indirect matching. An example of such a match is

\[
\text{CSP: Mesenteric artery} \quad \xrightarrow{\equiv} \quad \text{MSH: Mesenteric Arteries}
\]

The relation was not found indirectly because a concept Mesenteric artery does not exist in FMA. Instead, in FMA there are two more
specific FMA: Inferior Mesenteric Artery and FMA: Superior Mesenteric Artery concepts, and one broader FMA: Artery. Using FMA the following indirect matches were found for CSP: Mesenteric artery:

\[
\begin{align*}
\text{CSP: Mesenteric artery} & \xrightarrow{\preccurlyeq} \text{MSH: Arteries} \\
\text{CSP: Mesenteric artery} & \xrightarrow{\prec} \text{MSH: Mesenteric Artery, Inferior} \\
\text{CSP: Mesenteric artery} & \xrightarrow{\succ} \text{MSH: Mesenteric Artery, Superior}
\end{align*}
\]

As can be observed from this example, combining the direct and indirect matching would improve the results of the both.

### 6.2.4 Lessons learnt

Based on the conducted experiments, we conclude that using a domain comprehensive background ontology can boost the ontology matching process as compared to a direct matching of the two ontologies. Most of the value in using the background knowledge comes from combining the relations within the background knowledge. Transitive chaining of the relations in the background knowledge provided the largest jump in the matching performance. Finally, the different relations need a careful combination in order to gain maximal benefit, while new ways to combine relations result in additional matches, some combinations may result in wrong matches as well.

A crucial requirement in using background knowledge is the existence of extensive reference ontologies in different domains at hand. Therefore, the development of such ontologies and subsequent publication on the Semantic Web, or other means that would make them available, will make the problem of integration easier.

Our findings were concluded from experiments conducted on medical test data. Next, we will present a scheme of using domain background knowledge in the music domain. In contrast to the medical domain, the music domain suffers from no standardized vocabulary for communication. The people are confronted with the problem to find the right search terms in order to find the content of interest. In this direction, using background knowledge can help to bridge the gap between the user’s and the content provider’s vocabulary.
6.3 Boost music search using domain background knowledge

In this section we will describe a case study in which we applied a music domain ontology as a background knowledge in an ontology matching problem. In line with the topic of this chapter, we focus on combining different relations in the background ontology.

Our problem in this case is matching user’s preferences with the music provider classifications schemes. The music content offered by the music providers’ portals is annotated with a metadata which is used to organize the offered content. Now, our matching problem is to find a correspondence between the user’s preferences and the metadata of the provider’s classification schemes.

Various music resources are available on the Internet. A couple of famous examples include MusicMoz\(^\text{13}\), MusicBrainz\(^\text{14}\) and AllMusic\(^\text{15}\). Their content is organized in classes of music like genres and styles, which mainly contain artists, releases and songs. These entities are further described through additional metadata about the origin of the music, year of release, record label, etc. Rich descriptions are increasingly becoming available: Semantic Wikipedia\(^\text{16}\) is an attempt to formalize the content of Wikipedia (or parts of it) in the form of an ontology, AllMusic\(^\text{17}\) contains very rich metadata which is implicitly offered on the web site as an ingredient that would help the users find their way on the portal. MusicBrainz\(^\text{18}\) is a freely available large collection of metadata of artists, releases and songs. Their metadata is currently limited to an objective (technical) metadata such as year of release, origin etc. but lacks classification in genres and other descriptive metadata which is based on a rather subjective criteria.

The user’s preferences when expressed in one of the simplest forms, can be a music search query expressed as a string consisting of several words\(^\text{19}\). Then the problem becomes matching the search query with the most relevant target classes. As discussed in [Van Rijsbergen, 1979] finding which target classes are relevant to the search query is a subjective problem. Usually the

\(^{13}\text{http://www.musicmoz.org/}\)
\(^{14}\text{http://www.musicbrainz.org/}\)
\(^{15}\text{http://www.allmusic.com/}\)
\(^{16}\text{http://wiki.ontoworld.org/wiki/Main_Page}\)
\(^{17}\text{http://allmusic.com/}\)
\(^{18}\text{http://musicbrainz.org}\)
\(^{19}\text{This is a form of information retrieval problem [Baeza-Yates et al., 1999, Van Rijsbergen, 1979, Liu et al., 2004]}\)
system returns multiple answers which are ranked according to an estimated relevancy.

When a user is searching for music, he is faced with two main problems: find the right vocabulary that he needs to use in order to properly describe his preferences as they would match the metadata in the system, and find the music providers on the Internet. Having no central point for searching, he has to search through each content provider’s site separately. We will now describe a search scheme that provides a solution to both of these problems: the users can search using a richer vocabulary than the one used in the providers’ metadata, and they have a unified access to the different providers by performing one single search. The search scheme involves the use of a background knowledge ontology, and as we will see through examples, some typical searches require the background knowledge for a successful retrieval of the content of interest.

Based on that search scheme we built a prototype music search system. It gives the possibility to search through music classes from providers schemes from existing Internet music providers, while using background knowledge. The background knowledge ontology was manually constructed by reading and analysing the music pages in Wikipedia. In the next sections, we will first give an overview of the landscape of music provision on the Internet, then we will describe the scheme of searching music which was applied in the prototype system, then we will provide a limited evaluation of the prototype, to finally discuss this proposed solution.

### 6.3.1 Music domain on the Internet

When formalizing the knowledge contained in the music metadata, one immediately encounters a serious problem of the domain. The domain suffers from two intrinsic problems concerning the definition of a music genre. First, music genre is intrinsically ill-defined, as discussed in [Pachet and Cazaly, 2000, Aucouturier and Pachet, 2003]. Two ways to define it are most widely accepted: extensional - genre is represented by a set of rules that a piece of music has to comply with in order to be part of that genre; and intentional - genre is simply a set of music entities, and a piece of music belongs to the genre when it belongs to its corresponding set. Second, there is no ground truth or a central authority to decide how different music entities should be assigned to genres or styles\(^\text{20}\). In an earlier study we showed that even for a general concept like *Rock* the famous portals like MusicMoz and ADN

---

\(^{20}\)This also includes other metadata such as mood, tempo, etc.
disagree to a high degree on the set of artists that constitutes the genre, when only looking at the shared artists which are classified in both of them [Aleksovski et al., 2004]. This fact is also reflected in Wikipedia; for some of the music styles, like for example Trance, quite active discussion is ongoing about its precise description and characterisation.

6.3.2 Music test data extracted from Internet

To simulate a realistic music search scenario, we selected and extracted the provider’s schemes of 7 online music providers to serve as a target, and in lack of domain ontology we manually constructed one ourselves using Wikipedia as a source of music knowledge.

**Target ontologies: Seven classifications of music providers**  Most of the providers offer the music classified in genres and styles for an easy user browsing. Visitor to the site can interactively navigate through different pages that list the music offered. There is an implicit underlying structure of navigation paths together with the labeling on the links and pages. After considering several of the online music sites, we selected seven of them and extracted the schema underlying the classification of music they offer, through the navigation paths. They were: Amazon\(^{21}\) (CdNow), MusicMoz\(^{22}\), CD Baby\(^{23}\), Artist Direct Network\(^{24}\) (also called ADN), AllMusic\(^{25}\), Launch

---

\(^{21}\)[http://amazon.com/]
\(^{22}\)[http://musicmoz.org/]
\(^{23}\)[http://www.cdbaby.com/]
\(^{24}\)[http://www.artistdirect.com/]
\(^{25}\)[http://allmusic.com/]
cast on Yahoo\textsuperscript{26} and ArtistGigs\textsuperscript{27}. Their sizes and depths are shown in Figure 6.10.

The extracted classifications we transformed into ontologies, each consisting of a single hierarchy of concepts. Each concept corresponds to a class in the classification. The concept is named with a label, and possibly with synonyms to that label, if they existed on the source site.

Commercial providers often include classes whose meaning lies outside the music styles domain, for example Music Accessories. These are excluded from the experiments. Each schema has its own peculiarities that are typical or unique to it, Amazon contains classic composers as separate classes, ADN mainly divides the music by the period of issuing/publication, etc.

**Background knowledge - MusicOracle, a manually constructed ontology using Wikipedia** In need for a rich ontology describing the music domain, after extensive search on the Internet, we decided to build one ourselves by manually extracting it from the online encyclopedia - Wikipedia. This resource offers a description of music genres and styles, organized in web pages. Each genre or style is described in human readable form. After analyzing these pages, we concluded that it is not straightforward (if possible) to extract automatically the content we need. Manually reading and analyzing the pages seems to be required and we decided to go through the effort.

The ontology we constructed in this way we call MusicOracle. It is organized in four main hierarchies: genres, instruments, time periods and geo-

\hspace{1cm}

\begin{center}
\begin{tabular}{|c|c|c|}
\hline
Ontology & Classes & Depth \\
\hline
CDNOW (Amazon.com) & 2410 & 5 \\
\hline
MusicMoz & 1073 & 7 \\
\hline
Artist Direct Network & 465 & 2 \\
\hline
All Music Guide & 403 & 3 \\
\hline
Artist Gigs & 382 & 4 \\
\hline
CD baby & 222 & 2 \\
\hline
Yahoo LaunchCast & 96 & 2 \\
\hline
\end{tabular}
\end{center}

Figure 6.10: The sizes and depths of the seven ontologies used as target in the system.

\textsuperscript{26}http://yahoo.com/  
\textsuperscript{27}http://artistgigs.com/
6.3. BOOST MUSIC SEARCH USING DOMAIN BACKGROUND KNOWLEDGE

The rest of the concepts were other music attributes which were less structured. The main component of the MusicOracle is the genre hierarchy. Each concept in this hierarchy is attributed with the rest of the concepts through music-specific relations. A genre can have multiple annotations (even within a single of the three other hierarchies). For example, genres can be related with mainstream-popularity and also with period-of-emergence relations to the hierarchy of time periods.

In the present form, the MusicOracle consists of 5,920 concepts. They include 1,929 genres or styles of music, 1,006 instruments and 998 geographic locations. The latter are subdivided into continents, countries, regions and cities. The remaining concepts describe time periods, like 1920’s or Twentieth century, and other types of attributes, like Female vocals. The concepts are interconnected with 12,953 relations using 14 different relation types. The broader-than (and narrower-than) relation type is used to construct the hierarchies, and the other 13 are "attribute" kind of relation types.

6.3.3 Music search using a background ontology

Searching for music on the Internet can be regarded as an ontology matching problem. The source ontology in this case is the user’s search query (an ontology of a single concept with one label), and the target is multitude of different music providers’ classification schemes. Resembling the problem of ontology matching, we apply the paradigm of using background knowledge in this context. The modified matching scheme is shown in Figure 6.11.

To explain the matching process in the context of music, consider the example shown in Figure 6.9: the search query SQ: Guitar is anchored to a background knowledge concept BK: Guitar, and the target concept TAR: Rock is anchored to a background knowledge concept BK: Rock. The background knowledge reveals a relation BK: Rock has-typical-instrument BK: Guitar, and we derive a relation that the search query SQ: Guitar matches with the target concept TAR: Rock. The background knowledge revealed a non-trivial semantic relation; the match would not be found by standard lexical search through the target ontology28. This example illustrates a simple use of the background knowledge, and later we will see how the relations in the background knowledge can be further combined in the matching.

In accordance with this search scheme we built a prototype music search system. The target ontologies were the seven classifications extracted from

---

28In 2004 when the target classifications were extracted, none of the source sites were able to retrieve a sensible answer when queried with Guitar
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the music sites, and the background knowledge was the MusicOracle ontology extracted from Wikipedia, see Figure 6.12. The system allows the users to search the seven music classifications at once. Based on the user’s search query, which is a string consisting of several words, the system performs the search and returns a ranked list of concepts from the target ontologies. The ranking is by importance, which is derived from the strength of correspondence to the search query. We will now describe the process in detail.

In a preprocessing phase the target ontologies are anchored to the MusicOracle. Then, each search query is anchored to the MusicOracle, and through the deriving relations step the requested results are found. The deriving relations step searches for patterns between the anchored concepts in the MusicOracle.

The anchoring of the search query and the target ontologies to the MusicOracle are performed lexically. The labels were normalized by discarding punctuation and general words like the, of, and etc., and a lightweight form of stemming was applied, accounting for word order and singular/plural forms. In the search anchoring, \( X^{SQ} \) was anchored to \( Y^{MO} \) when all the words in a label of \( Y^{MO} \) were found in the search query \( X^{SQ} \). We write such relation

\[ X^{SQ} \rightarrow Y^{MO} \]

Figure 6.11: Searching through a variety of target ontologies using background knowledge.

---

\[29\] When applied in a real system, the target classifications will change periodically, and the anchoring phase can be repeated on such a periodic basis. This phase can be seen as a sort of crawling and indexing operation.
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Figure 6.12: Searching through 7 music classifications using the MO ontology as background knowledge.

as \( X^{SQ} \xrightarrow{sa} Y^{MO} \). Analogously, in the target anchoring \( Z^{TC} \) was anchored to \( Y^{MO} \). Such relation we write as \( Z^{TC} \xrightarrow{ta} Y^{MO} \). The anchoring used the lexical matching described in detail in 6.2.2. Example anchorings are:

\[
\begin{align*}
\text{SQ}: \text{Piano Guitar} & \xrightarrow{sa} \text{MO: Guitar} \\
\text{TC}: \text{Death metal} & \xrightarrow{ta} \text{MO: Death Metal}
\end{align*}
\]

**Deriving relations.** In this step we used the music domain-specific knowledge from the background knowledge ontology. It was performed using one single generic rule, which can be expressed in the following form:

\[
(X^{SQ} \xrightarrow{sa} Z_1^{MO} \underset{\sim}{\sim} Z_2^{MO} \xrightarrow{ta} Y^{TC}) \quad \text{induce} \quad (X^{SQ} \rightarrow Y^{TC})
\]

This rule basically says that the search query \( X^{SQ} \) is matched with the target concept \( Y^{TC} \), when there is a search anchor from \( X^{SQ} \) to a concept \( Z_1^{MO} \) in the MusicOracle and a target anchor from \( Y^{TC} \) to a concept \( Z_2^{MO} \) in the MusicOracle, and the two concepts in the MusicOracle are related \( Z_1^{MO} \sim Z_2^{MO} \).

The question is now which pairs of concepts from the MusicOracle should we consider related, as to the scope of the application? Besides the existing direct relations between concepts, some relations can be combined to obtain again useful pairs of related concepts. These combinations of relations we call inference patterns. Starting from the matching task, and considering
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<table>
<thead>
<tr>
<th>Importance rank</th>
<th>Attribute relation types in the MusicOracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>related-to</td>
</tr>
<tr>
<td>#2</td>
<td>typical-instruments</td>
</tr>
<tr>
<td>#3</td>
<td>instruments</td>
</tr>
<tr>
<td>#4</td>
<td>exclusive-location</td>
</tr>
<tr>
<td>#5</td>
<td>location-of-origin</td>
</tr>
<tr>
<td>#6</td>
<td>mainstream-popularity</td>
</tr>
<tr>
<td>#7</td>
<td>location</td>
</tr>
<tr>
<td>#8</td>
<td>period-of-emergence</td>
</tr>
<tr>
<td>#9</td>
<td>other-instruments</td>
</tr>
<tr>
<td>#10</td>
<td>tempo</td>
</tr>
<tr>
<td>#11</td>
<td>lyrics</td>
</tr>
<tr>
<td>#12</td>
<td>dance</td>
</tr>
<tr>
<td>#13</td>
<td>rhythm</td>
</tr>
</tbody>
</table>

Figure 6.13: The attribute relation types in MusicOracle ordered by importance as we used them in the inference patterns.

We applied some form of ranking on the inferred results. The relation $att$ is generic and can be any attribute annotation in the Music Oracle. However, not all the attribute relations are of equal importance. Therefore we ranked them by importance. From the most important to the least important, the order of the relations that we used in the prototype is shown in Figure 6.13. This ranking in its current form was intuitively constructed, and can be a subject of further improvement.

After applying these inference patterns, all the possible indirect matches from the search query to the target classifications are found. Then they are ranked according to the importance of the corresponding pattern used to
establish the match, that is the importance of the appropriate attribute used in the pattern. This final list of ranked matches is shown to the user as a result to the search query.

Preliminary evaluation of the system  Rather than creating a Gold Standard, we evaluated this prototype through a preliminary user test. Four users participated in the test. They were given two different interfaces for searching music: searching directly the seven target classifications using a pure lexical matching technique, and searching the target classifications using background knowledge. They were explained that in the second case the search interface allows the use of a richer vocabulary including terms related to music, such as instruments. They were left to use the two interfaces to search through the classifications, and then they were asked to answer the following questions:

- Do you find it useful using richer vocabulary in the search process?
- Do you agree with the ranking of the results?

The intuition behind these questions corresponds to measuring the recall in the first, and the precision in the second question. On the first question we got positive answers from all four participants, they all considered having a richer vocabulary as a nice feature in a music search system. On the second question, two participants had positive reaction on the ranking scheme, and two did not agree with it and commented that the ranking of the results can be further improved.

All the participants gave the feedback that they would rather prefer to get more precise music content as a search result. When querying they would expect artists, releases and/or songs as results, the genres and styles come lower in their preference for the retrieved results. This very same scheme can be applied to perform a search which would retrieve such results, but for that purpose we needed artists, releases and songs in the target classification, and also their rich annotations in the background knowledge. This is, however, a problem of availability of data, not the search scheme.

6.3.4 Discussion

In our preliminary tests of the Music Search System we used as a background knowledge an ontology extracted from Wikipedia, and, according to
the user tests it produced promising results. The described prototype can be improved in multiple ways. For example using an improved version of the ranking, namely, the inference patterns can also be ranked. The strength of the inference pattern is approximated as a value that depends on the pattern used, and the attribute used in the pattern itself. In addition, in some cases the patterns are reinforcing each-other when they are found through a different search anchors. Ranking can also be improved by using external resources like Google\textsuperscript{31}, such an approximation scheme has been successfully applied in an experimental setup in matching music metadata [Gligorov et al., 2007]. This will be discussed extensively in Chapter 7.

The use of structured background knowledge has the potential to improve the intelligence of the current search engines, so that they appear as searching semantically. When queried with Guitar the semantic matching pointed to the Rock class at the providers, and the query Saxophone directed to Blues, etc. The classic music content provider’s portals usually offer search limited to song, album or artist name, and are therefore unable to provide meaningful answer to these queries. A major benefit of this approach is that it increases the vocabulary offered to the user in expressing the search query. This benefit is two-folded, the background knowledge provides alternatives for the terminology used in the target, but also makes it possible to use words which are otherwise semantically related to the searched content.

### 6.4 Conclusions

We summarize the findings in our study in the following conclusions:

- Combining relations in the background knowledge has clear benefit for the matching. The experiments in the first case study revealed that combining relations of the same type provided the first major jump in the matching performance (which was Experiment 3 where the transitive chaining was first applied), and even better performance was obtained when combining relations of different types in a sensible manner, which were the Experiments 4 and 5.

- Domain-specific relations in the background knowledge can be successfully applied in different realistic matching tasks in various domains. The two case studies showed this on examples from two distant and disparate domains - medical and music, while solving realistic matching tasks - document reclassification and music search on the Internet.
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Finally, both case studies reinforced the findings of the previous chapters that using the background knowledge provides means to find matches which are otherwise missed by the traditional direct matching techniques. In the first case study we illustrated the example match Temporal lobe $\rightarrow$ Head, and in the second case study the match Guitar $\rightarrow$ Rock.
Chapter 7

Using unstructured background knowledge

The ontology matching problem becomes even harder in domains where concepts are inherently vague and ill-defined, and cannot be given a crisp definition. A notion of approximate concept matching is required in such domains, but until now, no such notion is available.

The first contribution of this chapter is a definition for approximate matching between concepts. Roughly, a matching between two concepts is decomposed into a number of submatches, and a sloppiness value determines the fraction of these submatches that can be ignored when establishing the matching.

A potential problem of such a definition is that with an increasing sloppiness value, it will gradually allow matches between any two arbitrary concepts. To improve on this trivial behaviour, we need to design a heuristic weighting which minimises the sloppiness required to conclude desirable matches, and at the same time maximises the sloppiness required to conclude undesirable matches. The second contribution of this chapter is to show that unstructured information as found on the Web can be used as a similarity measure that has exactly these desirable properties. Effectively, we will show that the Web (or least: the Web as indexed by state of the art search engines) can be used as background knowledge in ontology matching.

We show in this chapter, first, that background knowledge can be applied not only to discover ontology matches but also to improve an approximate matching discovery, and second, the background knowledge is not necessarily and ontology - in this case, it is the content of the web, as indexed by a search engine. The approach we present here makes use of the huge amount of
knowledge that is implicit in the current Web, and exploits this knowledge as a heuristic for establishing approximate matches between ill-defined concepts. This chapter is based on the work published in [Aleksovski et al., 2004] and [Gligorov et al., 2007].

7.1 Introduction & motivation

7.1.1 Introduction

In many realistic domains it is impossible to give precise concept definitions, and consequently no crisp notion of concept equivalence exists. Below we will illustrate this in the music-domain, where musical genres are inherently imprecise. Such imprecision is a fundamental aspect of many other domains as well. Ontology matching must then be redefined to finding a concept with the closest meaning in the other schema when an equivalent one does not exist. We then require mechanisms that are able to find approximate correspondences rather than exact ones.

The first contribution of this chapter is to define a notion of approximate ontology matching between inherently imprecise domain concepts (section 7.2). In section 7.3 we refine this definition with a weighting function to ensure that the approximation method does not simply allow any matches, but that correct approximations are favoured over incorrect ones. As the second main contribution of this chapter, in section 7.3.3, we instantiate this weighting function with a Google-based scheme, and show in section 7.4 through experiments in the music domain that this weighting scheme has indeed the desired behaviour of increasing recall without loosing precision (i.e. favouring correct approximations over incorrect ones).

Before moving to the technical part of the chapter, we first briefly discuss the domain of musical genres, and will argue why this is an appropriate domain for investigating techniques for approximate ontology matching.

7.1.2 Internet Music Schemas

As we already discussed in 6.3, music genres and styles are intrinsically ill-defined, see [Aucouturier and Pachet, 2003, Pachet and Cazaly, 2000]. There is no single authority that can decide for a music entity which genre or style it belongs to. For example, it’s becoming increasingly difficult to categorise the newly emerging musical styles that incorporate features from multiple
genres. Also, the attempts to classify particular musicians in a single genre are sometimes ill-founded as they may produce music in a variety of genres over time or even within a single piece.

There are no objective criteria that sharply define music classes. Genre is not precisely defined. When asked, people will classify the same music entity in different genres, with an agreement of only in the 30-40% region. As a result, different providers often classify the same music entities (artists, albums, songs...) differently. Widely used terms like Pop and Rock do not denote the same sets of artists at different portals, [Aucouturier and Pachet, 2003]. That is also the case for even more specific styles of music like Speed Metal.

In our experiments when testing with instance data, we restricted to the artists shared by MusicMoz and Artist Direct Network, i.e. artists that are present and classified in both portals. In the sequel we refer to them as MM and ADN, respectively. As an example, from the class named Rock (including its subclasses) in MM there are 471 shared classified artists, in ADN there are 245, and 196 shared artists are classified under Rock in both of them. Hence, from all the artists classified under Rock in at least one of the two portals, only about 38% (196 out of 520) is classified under Rock in both portals, see Figure 7.1.

This example shows that there is a high degree of imprecision in the music domain. Therefore we expect that reasoning methods that look for exact matches are not useful, and approximate methods are more appropriate.

**Representation of hierarchical Music Schema**  As with any semantic concept, musical genres can in principle be defined either intensionally (as a set of rules that define when an entity belongs to the genre or not), or extensionally (as the set of all music entities that belong to the genre). With
rare exceptions such as Music Genome\(^1\) and Wikipedia\(^2\), who aim to provide intensional definitions of musical genres, the extensional approach is the most widely used in practice. Hence, for our purpose, we assume an extensional treatment for the genres and styles as sets of music entities. Consequently, a music classification is a collection of music concepts described with English language terms, where instances are being classified. It can be modelled as a concept hierarchy.

However, it is not sufficient to use only the concept labels to identify the concepts, since, their position in the schemas influences their meaning as well. Figure 7.2 illustrates this with an example from existing music schemas. Although the labels are equivalent (namely Experimental), they represent different classes. We adopt the approach proposed in [Bouquet et al., 2003] to make the meanings explicit by conjoining the concepts with their superconcepts in the hierarchy. This then makes the meaning of the two concepts in the example explicit as

\[
\text{Electronic} \cap \text{Experimental} \\
\text{Jazz} \cap \text{Big Band} \cap \text{Experimental}
\]

**Data Selection**  As experimental data we used the seven music metadata schemas extracted from different Internet music providers which we described in detail in the previous chapter in Section 6.3.2. Briefly, the metadata schemas are not offered explicitly, but we extracted them from the implicit structure of the navigation paths together with the labelling on the links on the web pages. Also, we have extracted the music schema present in the free online encyclopedia Wikipedia.

### 7.2 An approximation method for ontology matching

We phrase our problem as finding subsumption relations \(A \subseteq B\) between concepts from separate hierarchies (with finding equivalences as an obvious special case of mutual subsumptions). The representation of concepts as a conjunction of propositional symbols described in the previous section implies

\(^1\)http://www.pandora.com/mgp.shtml  
\(^2\)http://en.wikipedia.org/wiki/Music_genre
that concepts have the form $B = B_1 \cap \ldots \cap B_k$. This means that the subsumption check

$$A \subseteq B$$

(7.1)

can be split into a set of subproblems:

$$\bigwedge_i (A \subseteq B_i)$$

(7.2)

with each subproblem checking if $A$ is a subclass of one of the conjuncts $B_i$. The original subsumption problem (7.1) is satisfied if and only if all the subproblems from (7.2) are satisfied.

This approach is independent from the choice of solver to use for solving the individual subproblems $A \subseteq B_i$. This might be an intensional reasoner (using axioms for $A$ and $B_i$), or an extensional checker (checking the instance sets of $A$ and $B_i$), or a simple lexical approach (using the textual descriptive labels of $A$ and $B_i$). In our experiments later in this chapter, we will in fact use the lexical approach, but our approach to approximate ontology matching is independent of this choice.

Now we introduce the idea of approximation. In our approximation, we allow a few of the subproblems from (7.2) to be unsatisfiable, while still declaring the original problem (7.1) satisfiable. The (relative) number of satisfiable subproblems is a measure of how strongly the subclass relation between the two given formulas hold. If for only a few of the subproblems the relation (7.2) doesn’t hold, we may say that the relation (7.1) almost

\footnote{Remember that we use the interpretation of the concepts as sets and consequently we replace conjunction by intersection relation, and implication by a subset relation.}
Figure 7.3: Example of an approximate subsumption relationship: \( A \subseteq B \) with \( B = B_1 \cap B_2 \cap B_3 \).

holds. We can express the strength at which the relation (1) holds as the ratio between the number of false subproblems (subproblems for which the subclass relation doesn’t hold) and the total number of subproblems. We call this ratio the sloppiness and we use the letter \( s \) to denote its value:

\[
s(A \subseteq B) = \frac{|\{i : A \not\subseteq B_i\}|}{k}
\]  

(7.3)

Here \(|\{i : A \not\subseteq B_i\}|\) denotes the number of unsatisfied subproblems that are ignored, and \( k \) is the total number of subproblems. Since all subproblems are treated equally, we refer to this sloppiness value as the uniform weighting.

In the example of Figure 7.3, the subsumption \( A \subseteq B_1 \cap B_2 \cap B_3 \) is not classically valid, because \( A \not\subseteq B_3 \), but it is valid at a sloppiness level of 1/3 (or higher).

Some properties that can be easily seen are:

**Property 1.** Only classically valid subsumptions hold at \( s = 0 \).

**Property 2.** Any subsumption holds at \( s = 1 \).

From these two properties it follows that our approximation only makes sense for conjunctive formulae \( B_1 \ldots B_k \) with \( k > 1 \). A trivial conjunctive formula with only one conjunct is not approximable: the only sloppiness values for such a formula are either 0 or 1, limiting us to either classical subsumption or trivial acceptance of the subsumption. But such a formula would correspond to a hierarchy of depth 1, which is a case not very interesting for our problem anyway.

\[\text{We will often omit the argument to } s \text{ if this is clear from the context, and simply speak of the sloppiness value } s.\]
Property 3. The set of subsumptions that hold at a given sloppiness value grows monotonically with increasing sloppiness value.

Properties 1-3 together tell us that at small \( s \)-values, the approximation will be too strict, and no (actually: only classically valid) matches will be found; while at large \( s \)-values, the approximation will be too loose, and many invalid matches (actually: all combinations) will be found.

In the next subsection, we will discuss how we can influence the approximation level (the \( s \)-values) at which desirable and undesirable matches are found.

7.3 Heuristic weighting

7.3.1 Defining weights

We can influence the sloppiness level at which a match is discovered with a heuristic weighting function: each subproblem \( A \subseteq B_i \) is given a weight \( w_i \), and the heuristic sloppiness value \( \tilde{s}(A \subseteq B) \) is then the summed weight of all the subproblems that needed to be ignored for the subsumption to be accepted:

\[
\tilde{s}(A \subseteq B) = \sum_{\{i : A \not\subseteq B_i\}} w_i.
\]

Notice that the non-heuristic \( s \)-value (the uniform weighting) is a special case of the heuristic \( \tilde{s} \)-value, namely with equal values for all \( w_i \).

7.3.2 Choosing Weights

How should we make a heuristic weighting function, and how should we judge if one weighting heuristic is better than another? As before, let \( A \subseteq B \) with \( B = B_1 \cap B_2 \cap B_3 \) be a potential ontology match (= cross-hierarchy subsumption relation) that does not hold classically. To judge the quality of a weighting heuristic, we must distinguish two cases:

- **desirable matches:** although \( A \subseteq B \) does not hold classically, it might nevertheless be a useful matching. (This might be known from intended (informal) meaning of \( A \) and \( B \), or because we have a gold standard that contains this match). In this case, we would want \( A \subseteq B \) to be derived at a low level of sloppiness (i.e. by ignoring only a small number of well-chosen subproblems)
**undesirable matches:** conversely, we might know from the intended meaning of $A$ and $B$ that indeed $A \subseteq B$ should not be derived. In this case, we would want $A \subseteq B$ to be derived only at a very high level of sloppiness (i.e. only after ignoring many subproblems).

Put in other words, a heuristic weighting function should minimise the sloppiness required to derive desirable matches, and maximise the sloppiness required to derive undesirable matches. This would ensure that when gradually increasing the allowed sloppiness level, we begin to discover desirable matches quickly, while only including undesirable matches very late in the process. This would have the effect that when increasing the $s$-value, we have an early increase of recall, but a late decrease of precision.

It is easily seen that the uniform weighting scheme from formula (7.3) amounts to choosing equal values for all $w_i$ (namely $1/k$), and hence to making a random choice for subproblems to ignore. In general, however, the subterms $B_i$ have different significance in capturing the meaning of $B$. We would expect any reasonable heuristic to improve over a random choice, and ignoring more significant subterms should go with a penalty, i.e. should require a higher $w_i$ for such significant subterms. A requirement on an informed heuristic form choosing the weights $w_i$ is therefore:

**Requirement 1.** The heuristic weights $w_i$ should be chosen in such a way that:

- if $A \subseteq B$ is a desirable match, then $\tilde{s}(A \subseteq B) < s(A \subseteq B)$
- if $A \subseteq B$ is an undesirable match, then $\tilde{s}(A \subseteq B) > s(A \subseteq B)$.

Consider again the example of Figure 7.3, and let $A \subseteq B$ be a desirable match. Suppose that we heuristically choose the following weights: $w_1 = 0.7, w_2 = 0.2, w_3 = 0.1$. Then this heuristic accepts $A \subseteq B$ already at sloppiness level 0.1, i.e. $\tilde{s}(A \subseteq B) = 0.1$, since only $A \subseteq B_3$ with weight 0.1 needs to be non-classically assumed to hold (even though classically it doesn’t).

The uniform weighting scheme would result in $s(A \subseteq B) = 1/3$. If, as assumed, $A \subseteq B$ is a desirable match, then the uniform weighting performs less well than the example heuristic values, since the required increase in recall (i.e. accepting $A \subseteq B$) is only achieved at a higher sloppiness value
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(1/3 instead of 0.1). If on the other hand \( A \subseteq B \) would be an undesirable match, the uniform weighting would be preferred.

Clearly, the recall and precision of the the above approximation matching approach relies on choosing the right weights \( w_i \).

The main intuition behind the choice for a good weighting function is that the weight assigned to the subproblem \( A \subseteq B_i \) should reflect how much information the concept \( B_i \) provides about the concept \( B \). The level of informativeness can be observed as a “semantic closeness” between the concepts \( B_i \) and \( B \). Intuitively, a concept \( B_i \) that is semantically close to \( B \) should be more relevant, and have a higher weight, than a concept that is semantically more distant. In the next section, we will consider a weighting heuristic based on such a notion of semantic distance.

7.3.3 Normalised Google Distance

The weighting scheme we consider in this section takes advantage of the vast knowledge available on the web by using a Google-based dissimilarity measure.

We utilise a dissimilarity measure, called Normalised Google Distance (NGD), introduced in [Cilibrasi and Vitanyi, 2007]. NGD takes advantage of the number of hits returned by Google to compute the semantic distance between concepts. The concepts are represented with their labels which are fed to the Google search engine as search terms. Given two search terms \( x \) and \( y \), the the normalised Google distance between \( x \) and \( y \), \( \text{NGD}(x, y) \), can be obtained as follows

\[
\text{NGD}(x, y) = \frac{\max\{\log f(x), \log f(y)\} - \log f(x, y)}{\log M - \min\{\log f(x), \log f(y)\}}
\]  

(7.4)

where

- \( f(x) \) is the number of Google hits for the search term \( x \),
- \( f(y) \) is the number of Google hits for the search term \( y \),
- \( f(x, y) \) is the number of Google hits for the tuple of search terms \( x y \), and
- \( M \) is the number of web pages indexed by Google\(^5\).

\( ^5 \)Currently, the Google search engine indexes approximately ten billion pages (\( M \approx 10^{10} \)).
Intuitively, NGD(x, y) is a measure for the symmetric conditional probability of co-occurrence of the terms x and y: given a web-page containing one of the terms x or y, NGD(x, y) measures the probability of that web-page also containing the other term.\(^6\)

**Example:** We will determine the normalised Google distance between the search terms “jazz” and “rock” that correspond to concepts \(B_{\text{jazz}}\) and \(B_{\text{rock}}\), respectively. The number of hits for the search term “jazz” is given by \(f(\text{jazz}) = 196\,000\,000\) and for the search term “rock” by \(f(\text{rock}) = 723\,000\,000\). Furthermore, Google returns \(f(\text{jazz}, \text{rock}) = 119\,000\,000\) web pages in which both “jazz” and “rock” occur. Therefore, NGD(\(\text{jazz}, \text{rock}\)) = 0.458846.\(^7\)

### 7.3.4 Google-based weighting

For a subsumption check \(A \subseteq B\) with \(B = B_1 \cap \ldots \cap B_k\), the Google-based weighting scheme is defined as follows:

First, we compute the normalised Google distances.

\[
d_i = \text{NGD}(B_i, B)
\]

We normalise these values to the \([0, 1]\) interval

\[
d'_i = \frac{d_i}{\sum_{j=1}^{k} d_j}
\]

(7.5)

Subsequently, the normalised distance values are converted into similarities

\[
s_i = 1 - d'_i
\]

Finally, from the similarity values the weights for the subproblems are derived.

\[
w_i = \frac{s_i}{\sum_{j=1}^{k} s_j}
\]

\(^6\)The NGD measure assumes monotonicity of Google. In reality Google is known to show non-monotonic behaviour, i.e. adding more words in the search query may increase the number of hits instead of decrease it. Yet, such cases are exceptions and did not affect the results of our experiments.

\(^7\)The values for these queries were obtained by conjoining the search terms (“jazz” and “rock”) with the general scope-term “music”, in order to avoid homonym problems such as “rock” in its geological sense.
7.3.5 Modified Google Distance

The general NGD formula (7.4) (taken from [Cilibrasi and Vitanyi, 2007]) can be slightly simplified because of the special form of our queries. As said, we compute the NGD values using (7.4)

\[ d_i = \frac{\max\{\log f(B_i), \log f(B)\} - \log f(B_i, B)}{\log M - \min\{\log f(B_i), \log f(B)\}} \]

(7.6)

where \( f(B_i), f(B) \) and \( f(B_i, B) \) give the number of hits for \( B_i, B \) and \( (B_i, B) \), respectively.

The Google query for \( B_i \) is comprised of search terms that are also present in the Google query for \( B \). Therefore, \( f(B_i) \geq f(B) \). This inequality implies that

\[ \max\{\log f(B_i), \log f(B)\} = \log f(B_i) \text{ and} \]
\[ \min\{\log f(B_i), \log f(B)\} = \log f(B). \]

For the same reason (namely that all terms from \( B_i \) also occur in \( B \)), the Google query for \( B \) coincides with the Google query for the tuple \( (B_i, B) \) which means \( f(B_i, B) = f(B) \).

If we consider the last few deductions we can rewrite (7.6) in the following manner

\[ d_i = \frac{\log f(B_i) - \log f(B)}{\log M - \log f(B)} \]

or

\[ d_i = \frac{N_i}{N} \]

(7.7)

where \( N = \log M - \log f(B) \) and \( N_i = \log f(B_i) - \log f(B) \).

If we consider (7.7) we can rewrite the expressions given with (7.5) as follows:

\[ d'_i = \frac{N_i}{\sum_{j=1}^{k} \frac{N_j}{N}} = \frac{N_i}{\sum_{j=1}^{k} N_j} \]

As we can see the value of \( d'_i \) does not depend on \( N \). Therefore, we can use the following expression to compute the Normalised Google Distance

\[ d_i = mNGD(B_i, B) = \log f(B_i) - \log f(B) = \log \frac{f(B_i)}{f(B)} \]

where \( mNGD \) stands for modified Normalised Google Distance. The advantage of \( mNGD \) over the NGD is that \( mNGD \) no longer depends on \( M \), the size of the Google index, for which we would have to guess a value.
7.3.6 Examples

In this section we illustrate the process of approximate ontology matching with weighting. In our examples we consider the subsumption relations between two pairs of styles from MusicMoz and ArtistDirectNetwork portals, as shown in Figures 7.4 and 7.5.

Example 1: Country and Bluegrass gospel The first step is to transform the concepts into formulas. The individual concepts are represented with their labels, and conjoined with the representation of their parents, as discussed in section 7.1.2. This yields the following formulas representing the meaning of Country from ADN and Bluegrass Gospel from MM:

\[
\begin{align*}
\text{ADN: } & \text{Country } = \text{Country} \\
\text{MM: } & \text{Bluegrass Gospel } = \text{Country} \cap \text{Bluegrass} \cap \text{Bluegrass Gospel}
\end{align*}
\]

We use these formulas to test for the subsumption relation

\[
\text{ADN: Country } \subseteq \text{MM: Bluegrass Gospel.}^8
\]  

(7.8)

which is depicted in Figure 7.4. As described in section 7.2, we have to solve the following subproblems:

\[
\begin{align*}
\text{Country } & \subseteq \text{Country} \\
\text{Country } & \subseteq \text{Bluegrass} \\
\text{Country } & \subseteq \text{Bluegrass Gospel}
\end{align*}
\]

In order to solve the individual subproblems, we apply the following method:

- Concepts with the same label have the same meaning

- If one label is derived from another by adding extra words, we assume that the first is a more specific concept than the second, hence the second concept subsumes the first. This is a reasonable assumption because additional words usually restrict an expression’s meaning.

\footnote{As any music-lover will know, this subsumption is actually false, and hence constitutes an undesirable match.}
Given this, we obtain the following results for the subproblems

\[
\begin{align*}
\text{Country} \subseteq \text{Country} & : \text{true (Country on both sides)} \\
\text{Country} \subseteq \text{Bluegrass} & : \text{false} \\
\text{Country} \subseteq \text{Bluegrass Gospel} & : \text{false}
\end{align*}
\]

Using the uniform weighting scheme, subsumption (7.8) is acceptable at a sloppiness-level of 0.66, since 2 out of 3 subproblems are found not to hold, and must be ignored in order for the subsumption to go through.

Next, we apply the Google-based weighting scheme on the same set of subproblems. We compute the \( mNGD \) values as described in section 7.3.4:

\[
\begin{align*}
d_1 &= mNGD(\text{Country, Country} \cap \text{Bluegrass} \cap \text{Bluegrass Gospel}) \\
d_2 &= mNGD(\text{Bluegrass, Country} \cap \text{Bluegrass} \cap \text{Bluegrass Gospel}) \\
d_3 &= mNGD(\text{Bluegrass Gospel, Country} \cap \text{Bluegrass} \cap \text{Bluegrass Gospel})
\end{align*}
\]

After providing each of the terms with the scope-term “music”, the Google queries “Country” music, “Bluegrass” music, “Bluegrass Gospel” music and “Country” “Bluegrass” “Bluegrass Gospel” music return 467 000 000, 24 000 000, 338 000 and 261 000 hits, respectively. Consequently, we find the following \( mNGD \) distances:

\[
\begin{align*}
d_1 &= 7.44147 \\
d_2 &= 4.39942 \\
d_3 &= 0.164622
\end{align*}
\]

Using these values we derive the weights for the subproblems, as described in section 7.3.4:

\[
\begin{align*}
w_1 &= 0.190081 \\
w_2 &= 0.336629 \\
w_3 &= 0.493144
\end{align*}
\]

Since the last two of the three subproblems must be ignored for the match to go through, the heuristic \( \tilde{s} \)-value is 0.81. Hence, in this example, \( \tilde{s} \)-value > \( s \)-value, which, since the match is actually undesirable, is an improvement (of 15 %-points) over the uniform weighting, in line with the requirement stated in section 7.3.1.

**Example 2: Black metal and Heavy metal**  The previous example illustrated the behaviour of the weighting on an undesired match. In this example
we examine the weighting behaviour on a desired match. Figure 7.5 shows the following matching problem:

$$\text{ADN: Black metal} \subseteq \text{MM: Heavy metal}. \quad (7.9)$$

The separate subproblems in this case are:

- $\text{Rock} \cap \text{Heavy metal} \cap \text{Black metal} \subseteq \text{Rock}$
- $\text{Rock} \cap \text{Heavy metal} \cap \text{Black metal} \subseteq \text{Hard}$
- $\text{Rock} \cap \text{Heavy metal} \cap \text{Black metal} \subseteq \text{Black metal}$

The first and the third subsumptions are correct established lexically, but the second is found false. As a consequence the uniform weighting scheme would need a sloppiness-level of $s = 0.33$ to establish (7.9). Using NGD we obtain the following weight values for each of the subproblems:

$$w_1 = 0.25462$$
$$w_2 = 0.25588$$
$$w_3 = 0.48950.$$

This allows (7.9) to be established at a heuristic sloppiness-level of $\tilde{s} = 0.25588$. This is 8 %-points lower than the required $s$-value, and hence an improvement, since (7.9) is a desired match.

### 7.3.7 Related work

Our Google-based weighting method resembles recent work in the field of Knowledge Acquisition which exploits the Web as a source for discovering

---

9Black metal is widely accepted as being a substyle of Heavy metal
new knowledge, for example to discover relations between concepts in various ways: using the number of hits when querying a search engine like Google, by analysing co-occurrence of concepts within large text corpora, or by exploiting patterns to construct queries to check for a relation (see [Hearst, 1992, Agichtein, 2005, Crescenzi and Mecca, 2004, Cilibrasi and Vitanyi, 2007] for recent work).

Other attempts exist to deal with vaguely defined domain concepts, most notably by using fuzzy-logic representations (e.g. [Straccia, 2006]), and more recently by using rough sets [Schlobach et al., 2007]. An inherent price of these approaches is that they require significant extra modelling effort to capture the imprecision of the concepts, either in terms of fuzzy membership functions or in terms of rough-set upper- and lower-bounds. The advantage of our approximation approach is that it applies directly to semantically lightweight hierarchies typically found in imprecise domains without any further need for complicated and expensive domain modelling.

We also point out that the “confidence-factor” which is part of the format used by the Ontology Alignment Evaluation Initiative\(^\text{10}\) only expresses the degree of confidence in the truth of a crisp matching relation, and does represent an approximation of such a matching relation.

### 7.4 Experiments

To validate our approach of improving approximation by weighting, we conducted experiments using data from the music domain. In this section, we describe the experiments and summarise and discuss the results.

\(^{10}\text{http://oaei.ontologymatching.org/}\)
7.4.1 Experimental setup

**Goal of the experiment:** In our experiment, we want to measure both if approximation improves over simple classical matching (first goal), and if approximation with heuristic weighting improves over uniform weighting (second goal).

**Data acquisition:** We used genre hierarchies that we extracted from the meta-data schemas underlying the classifications of the Artist Direct Network (ADN), MusicMoz (MM) and Wikipedia music portals, as discussed in section 7.1.2. One of the concept was always from MM, and the other concept in 30% of the cases from ADN and 70% of the cases from Wikipedia.

**Construction of a Gold Standard:** We randomly selected 50 pairs of concepts, and manually assessed whether a match (= a cross-hierarchy subsumption relation) between the concepts within each selected pair holds or not. In other words, we classified each of the 50 pairs as either a desirable or an undesirable matching relation, as defined in section 7.3.2. This yielded 9 desirable matches and 41 undesirable matches.

**Evaluation criteria:** For measuring the first goal (improvement of approximate matching over classical matching), we use standard recall and precision measures: heuristic matching is better than classical matching if recall improves (more desirable matches are found), while precision does not decrease much (not many undesirable matches are found). For measuring the second goal (improvement of heuristic weighting over uniform weighting), we use Requirement 1 from section 7.3.2. Heuristic weighting is better than uniform weighting if desirable matches are found with a lower heuristic $\tilde{s}$-value than the uniform $s$-value, and conversely for undesirable matches.

**Choice of subproblem solver:** Remember that we regard the ontology matches as cross-hierarchy subsumptions, and that our approximation method reduces subsumption-queries $A \subseteq B$ to a set of subproblems $A \subseteq B_i$. Of course, each of these atomic subproblems still needs to be solved. As in section 7.3.6, we apply a simple lexical method that establishes whether $A$ is (strictly) subsumed by $B_i$ by checking whether the set of words in label of $A$ is (properly) contained in the set of words of the label of $B_i$ (since additional words usually restrict an expression’s meaning).

---

11 We selected these particular genre hierarchies because they contained enough additional information for us to construct a Gold Standard.

12 It is probabilistically plausible that of set of randomly drawn cross-hierarchy pairs, the large majority are undesirable matches.
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Figure 7.6: Recall/Precision graph of approximate matching with uniform weighting at increasing sloppiness-levels. Exact matching happens at \( s=0 \).

7.4.2 Comparing approximate and exact matching

When comparing approximate matching with exact matching, we cannot simply compare two scores. After all, the behaviour of approximate matching is a function of the sloppiness-level \( s \).

Figure 7.6 shows a recall-precision plot of uniformly weighted approximate matching. Since exact matching corresponds to approximate matching at \( s = 0 \), the graph also shows the precision and recall of exact matching: 22% recall at 100% precision. This score is to be expected of the simple lexical matcher that we employ to solve subproblems: lexical matching will fail to find many semantically desirable matches (hence the low recall of 22%), but when it finds a match, it is indeed a correct one (precision of 100%).

As expected of approximate matching, increasing values of \( s \) increase recall and decrease precision. (Figure 7.6 quantitatively shows what was already qualitatively predicted by properties 1 and 2 from section 7.2).

Concerning the comparison with exact matching, Figure 7.6 shows that a slight increase in \( s \)-levels is indeed useful (a jump in recall from 22% to 33% at a negligible loss of precision when increase \( s \) from 0.2 to 0.33). The graph also shows that there is no point in increasing the uniform \( s \)-value beyond 0.5, since at that point full recall is achieved. However, this has happened at the cost of a significant loss in precision (down to 63% at \( s = 0.5 \)).
Figure 7.7: Recall/Precision graph of approximate matching with Google weighting at increasing sloppiness-levels.

Overall, Figure 7.6 tells us that approximate matching at small $s$-values does indeed usefully improve over exact matching, even when randomly choosing the subproblems to be approximated (= the uniform weighting).

In the next section, we will evaluate to what extent an informed weighting heuristic can improve over this.

### 7.4.3 Google-based weighting experiments

The behaviour of the Google-weighted approximate matching is shown in the recall-precision plot of Figure 7.7. This is near perfect recall-precision plot, which shows that we can increase the $s$-values (and hence increase the recall) until we have achieved perfect recall, all at the cost of only a negligible loss in precision of 2%, at $s = 0.53$. The precision only starts to drop significantly after a perfect recall has been achieved. This plot compares very favourably with that of the uniform weighting scheme in Figure 7.6, where a perfect recall could only be achieved at a disappointing 63% precision.

Interestingly enough, both the uniform and the Google weighting achieve 100% recall around the $s = s = 0.5$ level (i.e. ignoring about half the subproblems), but apparently the Google weighting is very successful at maintaining exactly those subproblems which prevent a drop in precision (while the uniform weighting simply ignores random subproblems).
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<table>
<thead>
<tr>
<th>Total</th>
<th>Better</th>
<th>Equal</th>
<th>Worse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undesirable matches</td>
<td>41</td>
<td>39</td>
<td>1</td>
</tr>
<tr>
<td>Desirable matches</td>
<td>9</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>44(88%)</td>
<td>4(8%)</td>
</tr>
</tbody>
</table>

Figure 7.8: NGD weighting compared to uniform weighting. “Better” and “Worse” mean NGD weighting is better (worse) than uniform weighting.

One observation which questions the stability of our results is that after the $\tilde{s} = 0.5$-level, the precision starts to drop very sharply (to 83% at $\tilde{s} = 0.75$ and even to 51% at $\tilde{s} = 0.79$). This suggests that on other data-sets, the near perfect score at $\tilde{s} = 0.53$ may not be repeated. Further experiments on other data-sets are required to verify this.

An overall summary of the results of our experiments is given in Figure 7.8. Informed weighting yielded an improvement over uninformed weighting in almost all cases. The main gain is in a better performance on undesirable matches (i.e. improving precision).

The most detailed analysis of our experimental data is shown in Figures 7.9 and 7.10. There we plot for all 41 undesirable matches (Figure 7.9) and for all 9 desirable matches (Figure 7.10) the minimal $s$- and $\tilde{s}$-values at which these matches are found. Figure 7.9 shows that for almost all undesirable matches, the informed $\tilde{s}$-values are higher than the $s$-value, meaning that the informed weighting scheme is more resistant to accepting such undesirable matches (explaining its dramatically better precision scores in the preceding recall/precision plots). Figure 7.10 shows that for the desirable matches, both weighting schemes behave roughly equally well.

Taken together, we can conclude that the main gain of the informed weighting scheme is that it manages to avoid a drop in precision while maintaining the high recall-levels of the uninformed scheme.

Figure 7.9 also shows that the lion-share of the gains by the informed weighting are made at the $s = 0.5$ level, where the uninformed weighting accepts an incorrect match. These are often cases with labels of length 2 (such as “hard rock” $\subseteq$ “gospel rock”). In this example, “gospel” is the most informative term, but since the uninformed weighting randomly chooses a subproblem to ignore, it may choose to ignore “gospel”, ending up with “hard rock” $\subseteq$ “rock” as the only subproblem, which does indeed hold. The informed Google weighting would instead realise that “gospel” is the most informative term, hence choose to ignore “rock” instead, ending up with “hard rock” $\subseteq$ “gospel” as the remaining subproblem, and correctly refusing
to accept this match. Note that this is not simply a matter of a preferring adjectives over nouns, consider for example the case “Country Gospel” \(\subseteq\) “Christian Gospel”, which is an intended matching, and can only be established by preferring the noun “Gospel” over the adjective “Christian”. A truly semantically informed weighting scheme is required, no simple lexical fix will do.

### 7.5 Conclusion

In this chapter, we have addressed the problem of discovering approximate matching relations between concepts from different concept hierarchies. Such approximate matching relations are required in many domains where concepts are ill-defined, and any attempt to find precise equivalences (or even precise subsumptions) will fail because of the imprecise nature of the concepts. Our method is directly applicable to the lightweight hierarchies found in practice in imprecise domains.

We have given a declarative definition for approximate ontology-matching with a variable degree of approximation. We have shown how this approximation degree (for which we used the term sloppiness level) can be influenced
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by a semantic similarity measure that we derive from the Normalised Google Distance.

In order to validate our theoretical proposal, we harvested from the Web realistic concept hierarchies that represented musical genres, we constructed a small Gold Standard corpus of matching candidates, and we performed experiments to test the precision and recall of our approximation method. Our results show that the Google-based semantic measure significantly outperforms an uninformed measure.

This approach is entirely independent from the algorithm used to establish the submatches that together build up an approximate matching. In the music domain, we have used simple lexical techniques to establish these submatches, but this can be replaced with more complicated matching techniques, while the essential idea of our sloppiness value and the weighting function can still be applied unchanged.

In very general terms, this approximation method makes use of the huge amount of background knowledge that is implicit in the current Web, and exploits this knowledge as a heuristic for establishing approximate matches between ill-defined concepts.
Chapter 8

Conclusions

In this chapter we will summarize the findings of this thesis in terms of answering our main research question: How can Background Knowledge be used in ontology matching? We conclude that using background knowledge is practically feasible, and it provides a clearly useful additional approach to the set of ontology-matching techniques.

8.1 Summary of main findings

Our first research question was: 1. Can the use of background knowledge contribute to the state-of-the-art ontology matching tools? Using semantically rich background knowledge can produce a better matching than the state-of-the-art matching tools on a case study which is representative of many realistic matching cases, Chapter 4. Such a matcher using background knowledge can find matches missed by other techniques, and can compete with them on recall and precision. When there is no terminological, instance or structural match between the matching ontologies, the use of background knowledge is the only way to find the matches. Given that comprehensive ontologies are increasingly becoming available in various domains, these positive results make this approach very appealing for the newly developed matching tools.

Our second research question was: 2. What is the benefit of using multiple ontologies as background knowledge simultaneously? Multiple background knowledge ontologies can be used together for cumulative benefit in the matching. When adding more background ontologies, the recall increases monotonically while the precision changes depending on the quality of the background knowledge. Ontologies which are created by domain experts and
which can be considered high-quality result in high precision, while ontolo-
gies of an unknown origin, which can be considered low-quality, result in
low precision. High-quality background ontologies in a specific domain re-
sult in very high precision matches, and in broader domains the precision
drops due to contextual problems, when there are multiple possibilities to
interpret the relations in the ontologies it may lead to wrong matches, Chap-
ter 5. The general knowledge background ontologies in Chapter 5 resulted
in precision of 75%, as compared to 95% in intensive care and 100% in the
anatomy domain, reported in Chapters 4 and 6 respectively. Besides the
contextual problems (the different semantic interpretations), small amounts
of wrong matches were induced due to errors in the ontologies. On the other
hand, the low-quality background knowledge ontologies resulted in a preci-
sion below 40%. The cause of the wrong matches was faulty relations in their
content which clearly distinguished them from the high-quality ontologies.

Our third research question was: 3. How does a combination of different
domain relations in the background knowledge contribute to the matching
performance? Combining relations of different types from the background
knowledge can considerably improve the matching results as compared to
matching without this combination, Chapter 6. However, obtaining this
benefit requires prior analysis to determine how to combine the relations in
the background knowledge. We note that a jump in the recall can be first
observed when the relations of a single type are chained transitively, and
then when relations of different types are combined we obtain the highest
recall increase. But then, carefully chosen combinations of relations keep the
precision at 100%, while the other combinations besides the additional correct
matches produce some incorrect as well, and then reduce the precision. It
is not trivial to choose which option is better. As discussed in Chapter 3,
it entirely depends on the application to choose the favored precision/recall
combination.

Chapter 5 revealed that the properties of the ontologies used as back-
ground knowledge influence the quality of the matches that are found. Un-
fortunately, most influence is exerted by properties that can be until now
only reliably determined by manual inspection. They concern the correct-
ness of the knowledge modeled with the ontology, where this correctness is
also relative to a given context (within the domain of the matching ontolo-
gies).

Our fourth research question was: 4. How flexible is the scheme of using
background knowledge in ontology matching? In Chapter 7 we have shown
that besides structured ontologies, it is also possible to effectively use un-
structured information as background knowledge in ontology matching. We
have shown how a statistical measure of semantic distance can be used as background knowledge. One way to compute such a semantic distance is by using co-occurrence of terms within a large set of documents, which will then indicate the semantic relatedness between the terms.

Besides exact matches between concepts, it is possible to define and compute approximate ontology matches, and to devise heuristics that compute good approximations. In Chapter 7 we used background knowledge in approximate matching to improve the approximation accuracy, instead of using the background knowledge to discover the matches. This shows an additional useful application of the background knowledge in the context of ontology matching: it is not only useful to discover matches, but it is also useful to help other specific tasks within the ontology matching problem.

8.2 Discussion on success factors

The previous section reported positive results on the use of background knowledge in finding ontology matches. We have also seen that different types of ontologies give different success rates. These results naturally lead to the question whether we can predict which ontologies will yield the best results in which cases. Can we formulate a proper theory that will predict this? Can we identify ”success factors” that describe which properties of an ontology will determine its success or failure as background knowledge in a particular ontology-matching task? The identification of such success factors is becoming even more important when we want to automatically make the selection of ontologies to be used as background knowledge\(^1\). Unfortunately, research on using background knowledge in ontology matching is still young. As a result, neither our own work nor results found in the literature are conclusive enough to formulate a definitive theory on such success factors. However, based on the experiments performed in this thesis, we are able to tentatively identify a number of success factors. We will discuss these factors, and our current limited understanding of them, in this section, as a first step on the way to a more solid predictive theory.

**Indicators for success** In Chapter 3 we discussed how to assess the matching success. We set out there to observe the success by comparing the precision and recall (where the application of matches determines which of the two

\(^1\)Dynamic selection of background knowledge ontologies is done in [Sabou et al., 2006] but no selection mechanism is used in the selection - any ontology with a lexical overlap is used as background knowledge
measures is favored). In addition, matching methods can be compared in two ways: first, a method can exhibit better precision and/or recall than another method, and second, a method can produce matches which combined with the matches produced by another method improve the performance of both. In the second case the two methods are not challenged against one another, but the interest is how much do they solve the problem together. When they provide complementary contributions the best performance is achieved by combining the two. We did this in Chapter 4, where we combined the application of background ontology with a simple lexical matching. It was apparent that the background knowledge found many correct matches missed by the state-of-the-art tools, but alone it did not find some matches that the simple lexical matching found.

As revealed in Chapters 4, 5 and 6, larger background ontology size is a good indication for successful application. In Chapter 5 we concluded that the quality of the background knowledge directly influences the precision, and for ontology quality no standard notion is available so far. As can be seen from these examples, in absence of strict dependencies we are inclined to observe indicators for success rather than strict conditions that guarantee the matching success.

**Size and domain coverage of background knowledge** The trivial expectation that larger size of background knowledge leads to a higher recall was confirmed by our experiments, even though it can not be characterized as a reliable success indicator. In Chapter 5 in both case studies the largest ontologies produced the highest recall - MeSH in the first and Tap in the second case study, but the large sized ontology ICD-10 produced no matches, and the relatively small sized Surrey resulted in the second highest recall, making the size a weak success indicator for the recall.

Larger size means more concepts and higher chances to establish anchors and subsequently to discover matches. But the size makes sense only if there is overlap between the domain of the matching ontologies and the background knowledge domain. Trivially, medical background ontology used to match music ontologies is unlikely to provide any matches, the background knowledge must cover the matching domain, at least partially. In Chapter 6 we saw that a hierarchy of geographical places can be useful in the music domain because the names of styles and genres often include names of geographical regions and places (American rock, Chicago blues...). Again, the domain overlap is not a guarantee for success, ICD-10 in Chapter 5 extensively described the matching domain but produced no matches. The concepts in ICD-10 are named with longer and more detailed names, and this
lack of naming agreement prevented successful anchoring. In this case the failure was not caused simply by different naming, but the reason is in the large difference in their conceptualization\(^2\).

The ontology size is not reflected in the number of concepts alone, it is also reflected in: the number of relations - how well are the concepts interconnected, the number of relation types - how many different types of relations are used in the ontology, the number of possible useful combinations of the relations - how many additional relations are induced in total by applying the permitted combinations of relations, and also how well is the ontology populated with instance data. In Chapter 6 we showed that combining relations of different types within the background ontology is more beneficial than using relations of a single type. Such combining needs careful consideration because different combinations yield different matching performances.

Finally, the size of background knowledge is also seen in the number of background ontologies used simultaneously. Multiple background ontologies can be used cumulatively to considerably increase the recall. In Chapter 5 we analyzed the influence of using multiple background ontologies at the same time. For a specific domain multiple background ontologies result in a cumulative increase of the recall, but the ontologies also provide overlapping contribution and some matches are discovered by multiple ontologies at the same time. For more general domain, the background ontologies increase the recall monotonically with a noticeably smaller recall increase per ontology. However, the contributions of the different ontologies are nearly disjoint, i.e. they almost find no match twice. This shows an attractive behavior because it encourages the further addition of background ontologies.

**Background knowledge quality** The background knowledge quality is directly reflected in the matching precision. In Chapter 5 it appeared that low quality ontologies result in low precision, and high quality background ontologies result in high precision. Low quality ontologies produce wrong matches because of wrong relations in their content, while this is rarely the case for ontologies of high quality. They generally have very few mistakes, and the wrong matches are mainly caused by contextual differences with the matching ontologies.

**Domain generality** High-quality background ontologies in a very specific domain result in high precision, and in broader domains the precision drops

\(^2\)This is a good example of heterogeneity in ontologies. ICD-10 relied on very different division criteria to organize its concepts in a hierarchy.
due to the possible different semantic interpretations of the encoded knowledge. The general-knowledge background ontologies in Chapter 5 resulted in precision of 75%, as compared to 95% in intensive care and 100% in the anatomy domain, reported in Chapters 4 and 6 respectively.

The ontologies in very specific domains do not have contextual issues on the terminology - a single term is not associated with multiple different meanings. Contrary, more general domains like agriculture do have contextual issues. They contain concepts with very generic meaning - Agent, Product, etc. whose semantics largely depend on the end-user’s interpretation. This ambiguity is then reflected in the matching performance by reducing the precision.

**Automatic v.s. manual background knowledge selection**  Automatic background knowledge selection is attractive because it requires no manual labor. Unfortunately, with respect to the precision, the ontologies are distinguished by the quality which is directly related to the interpretation of the ontology’s semantics. The quality can be reliably determined only by a manual inspection which then leads us to the conclusion that manual selection is the preferred way to find high-quality background knowledge, especially when the precision is more important than the recall. If the recall is more important, then the automatic selection can still be a good choice - the experiments in Chapter 5 showed that even the low quality background ontologies can considerably increase the recall.

In addition to the success factors discussed above, we also explored other factors such as depth and degree of connectedness of the used concepts in the background hierarchy (not reported in this thesis). However, they appeared to be inconclusive about the matching success.

### 8.3 Future research directions

**Quality requirements for ontology matching.** There is an active research in the ontology matching field which produced wide variety of matching techniques and prototype matching systems. However, it remains unclear what qualities do the practical applications need from these solutions. The possibility still remains that the very simple techniques already satisfy the requirements of the practical applications, which would then question the need for better and most likely complex solutions.
8.3. **FUTURE RESEARCH DIRECTIONS**

**Assessment of matching performance**  Assessing the performance of a matching method is becoming increasingly difficult - currently the problem is often phrased as finding any type of relatedness between the matching concepts, whereas in the past it was most commonly defined as finding pairs of equivalent matching concepts. In addition, there are other reasons for the assessment difficulty as well: experts disagree on the correctness of the matches, and the usefulness of the matches is not anticipated in the evaluation. From an application viewpoint the matches can not be observed separately, but only as a whole - the resulting set of matches. They may depend on each other and even when a match is correct it can be undesirable by the application because other discovered matches already fulfill its purpose and make it obsolete. In addition we point out that the latest trends in Information Retrieval prefer to think about the performance in terms of probability: what is the likelihood that an answer will be relevant for the asked question [Baeza-Yates et al., 1999], instead of dividing the possible results in sets of desirable and undesirable answers.

**Combine background ontologies**  In our research we used multiple background ontologies by observing the union of the matches they produce. However, the background ontologies can be further combined by establishing anchors between them as well. Then a match can be discovered even in the situation when the matching concepts are anchored to two different background ontologies. This introduces various research questions - how to establish the anchors between the background ontologies, how the qualities of the anchoring among the background ontologies affects the matching performance, and does such a combination provide benefit for the matching in the first place? This approach of combining the background ontologies was used in [Sabou et al., 2006], but the effects of the combination alone still remain unknown.

**Useful parts of the background knowledge**  Another interesting research topic is to identify which parts of the background knowledge are actually responsible for the matching success. There are many research questions arising here: Which properties can be used to identify the most useful background concepts? Where are they in the hierarchy of the background ontology? Do they have more relations to the other concepts than the rest of the ontology? Do they have names with more standardized use in the domain community? Do they have shorter names than the rest? This research direction will provide deeper understanding of the effects of using background knowledge. Such answers are immediately applicable - when using a large
background ontology like UMLS with millions of concepts a selection mechanism is needed to focus on the useful parts, otherwise using the entire UMLS is practically very difficult.

**Combination of different relations in the background knowledge**

We examined how combining different relation types influence the matching performance in Chapter 6. However, this question is domain-specific and it needs further investigation for different domains. We expect that besides hierarchically organizing the concepts, in future the ontologies will provide even more value in offering a variety of useful combinations of their relation types.
De huidige informatiesystemen (IS) worden verbeterd door het gebruik van kennisbanken (KB). Simpel, KBs voegen intelligentie toe aan informatiesystemen. Het kan de kwaliteit van de zoektocht naar informatie verbeteren, helpen met de organisatie van de enorme hoeveelheid informatie, en daarbij handmatige inspanning verminderen. Omdat de kennis van een domein verschillend en divers kan zijn, mag het IS meerdere KBs op een moment gebruiken. Maar, ze zullen eerst geïntegreerd moeten zijn voordat ze gebruikt kunnen worden. Dit bijzondere integratieprobleem is de grootste uitdaging in KB-onderzoek in zijn algemeenheid geworden. Tegenwoordig zijn er veel prototype kennisbankintegratiesystemen beschikbaar die verschillende benaderingen of combinaties van benaderingen gebruiken om de problemen op te lossen.

Dit onderzoek behandelt het gebruik van achtergrondkennis ten behoeve van KB-integratie. Het bewijst dat de integratie van KBs substantieel verbeterd kan worden door het gebruik van achtergrondkennis. Deze aanpak is praktisch uitvoerbaar en zinvol. Er is duidelijk sprake van toegevoegde waarde met betrekking tot andere integratiemaatregelen. Het belangrijkste zijn de volgende positieve eigenschappen: de combinatie van meer achtergrondkennis resulteert in cumulatief voordeel en de combinatie van verschillende achtergrondkennistypen ook. Uiteindelijk is het succes van achtergrondkennisgebruik niet voorbehouden aan het gebruik van gestructureerde kennisbronnen. Ook ongestructureerde kennisbanken kunnen dan zeer bruikbaar zijn.
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