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Summary

Objective: The quality of knowledge updates in evidence-based medical guidelines
can be improved and the effort spent for updating can be reduced if the knowledge
underlying the guideline text is explicitly modelled using the so-called linguistic
guideline patterns, mappings between a text fragment and a formal representation
of its corresponding medical knowledge.
Methods and material: Ontology-driven extraction of linguistic patterns is a method
to automatically reconstruct the control knowledge captured in guidelines, which
facilitates a more effective modelling and authoring of medical guidelines. We
illustrate by examples the use of this method for generating and instantiating
linguistic patterns in the text of a guideline for treatment of breast cancer, and
evaluate the usefulness of these patterns in the modelling of this guideline.
Results: We developed a methodology for extracting and using linguistic patterns in
guideline formalization, to aid the human modellers in guideline formalization and
reduce the human modelling effort. Using automatic transformation rules for simple
linguistic patterns, a good recall (between 72% and 80%) is obtained in selecting the
procedural knowledge relevant for the guideline model, even though the precision of
the guideline model generated automatically covers only between 20% and 35% of the
human-generated guideline model. These results indicate the suitability of our
method as a pre-processing step in medical guideline formalization.
Conclusions: Modelling and authoring of medical texts can benefit from our proposed
method. As pre-requisites for generating automatically a skeleton of the guideline
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model from the procedural part of the guideline text, to aid the human modeller, the
medical terminology used by the guideline must have a good overlap with existing
medical thesauri and its procedural knowledge must obey linguistic regularities that
can bemapped into the control constructs of the target guideline modelling language.
# 2006 Elsevier B.V. All rights reserved.
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1. Introduction

1.1. Background

Medical guidelines have been recognized as impor-
tant instruments for improving the quality of health
care by reducing the practice variability and con-
taining the costs of care. Due to their frequent pace
of change, influenced by research and technology
advances and by new clinical trials, their authoring
and maintenance is a challenging knowledge engi-
neering problem. This resource-intensive process
can be streamlined if the knowledge is structured
along those knowledge components which are most
likely to change, and the changes can be tracked to
the original medical knowledge which underlies
each recommendation.

To handle such changes of the guideline text
which affect specific types of medical knowledge,
guideline formalization has been employed, which
produces a so-called formal model (logical or
executable representation) in close connection
with the recommendations of the guideline. But
the formalization process is not yet sufficiently
structured to produce modular medical knowledge
in a systematic way, which would allow mapping of
this knowledge to the guideline document struc-
ture, making possible an effective update of the
guideline knowledge and the verification of its
properties. To improve the guideline formalization
process and to avoid repeating it from scratch each
time a guideline is updated, recent research [1—4]
suggests to split the formalization into several
steps, isolating procedural and declarative knowl-
edge and defining the so-called linguistic guideline
patterns, which represent mappings between text
fragments and a more formal representation of its
underlying knowledge.

Guideline texts can be seen as collections of clin-
ical argumentations, therefore the types of knowl-
edge and the principles of structuring this knowledge
used in general scientific argumentations can be
used. Uren, Shlum et al. [5] suggest that three kinds
of knowledge support generic domain-related argu-
mentation in scientific literature, including thus
medical guidelines: (a) terminological knowledge–—
the vocabulary used to describe domain concepts and
relationships; (b) domain descriptive knowledge–—
Please cite this article as: Radu Serban et al., Extraction
guidelines, Artificial Intelligence in Medicine (2006), doi:10
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the domain; this can be causal, qualitative—descrip-
tive or quantitative knowledge; (c) problem solving
knowledge–—‘how-to’ knowledge that allows the
knowledge to be applied to problem solving in the
domain. Terminological knowledge has been so far
the most investigated [6], and methods for effective
mapping of medical text to existing thesauri are
available [7,8]. As Hahn et al. [9] note, processing
of medical narratives has to include lexical relations
whichunderlie the knowledge relationsbetween text
fragments.

1.2. Objective

Our goal is to facilitate guideline formalization by
reducing the effort spent in manual modelling,
particularly that of procedural knowledge captured
by guidelines in a narrative form. We try to establish
patterns for formal translation from text to a med-
ical knowledge representation language, by obser-
ving regularities in the text and by mapping them to
control structures in the target medical representa-
tion language. If a sufficiently high percentage of
the narrative text in the guideline conforms to
linguistic regularities for which transformations into
elements of a guideline representation language can
be identified, then the use of these knowledge
transformation patterns would greatly reduce the
effort spent in modelling the guideline recommen-
dations.

Certain linguistic constructs are frequently recur-
ring in the text of medical guidelines, regardless of
the domain addressed by the guideline. For inst-
ance, conclusions and recommendations typically
have a modular structure, easy to recognize and
useful in modelling the guideline, such as these:

In the event of [MedContext], the treatment of
choice is [Treatment], or
In the event of [MedContext], [Treatment] is
recommended.

If such linguistic regularities can be given a
formal representation, it seems natural to define
knowledge templates that are instantiated by
these statements, which can be reused when mak-
ing new guidelines or changing a particular type of
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012
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knowledge. These templates, or so-called linguis-
tic patterns help us in establishing a set of modular
components for modelling guidelines in the form
of: (1) a controlled vocabulary of lexical markers
and (2) a language to describe linguistic regulari-
ties conveying a specific type of knowledge. This
mapping between the text and its underlying
semantic interpretation makes validation of med-
ical knowledge straightforward and eases the mod-
elling task. Authoring and updating of guidelines
can also benefit from these modular components,
as only the parts concerned with a changing piece
of knowledge need to be updated and the textual
representation of a piece of medical knowledge
can be generated automatically.

In this paper we investigate the role of knowl-
edge templates describing procedural knowledge
in improving modularization and formalization of
medical guidelines. We propose a method that
uses linguistic regularities in the text of a guide-
line, and an ontology of the medical domain, to
generate a list of linguistic templates, which is
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Figure 1 Evaluating the use of linguistic patterns in guidelin
explained in Section 2. In Section 3 we discuss our
algorithm for searching instances of linguistic pat-
terns and their use in the guideline formaliza-
tion. In Section 4 we evaluate the effectiveness
of pattern detection in generating an executable
model of a breast-cancer guideline. Section 5 pre-
sents related work and Section 6 summarizes the
paper contribution, emphasizing the benefits of
using linguistic patterns as support for guideline
formalization.
P
R

O
O2. Approach

We propose to use linguistic patterns in the for-
malization of medical guidelines, to reduce the
effort spent in modelling of a guideline. This sec-
tion discusses our method for building a set of
linguistic templates which are then applied to
support the automatic translation of the guideline
text into a guideline modelling language represen-
tation. Fig. 1 illustrates the steps we performed to
C
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and use of linguistic patterns for modelling medical
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e formalization vs. manually built golden standard (right).
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build a set of core linguistic templates and to
evaluate their use in guideline formalization.
Activities are marked as rounded rectangles, the
objects produced by them are shown as plain rec-
tangles. Each activity is discussed in one of the
subsequent sections.

We propose a methodology of guideline formali-
zation using linguistic patterns, as illustrated by the
procedure depicted in Fig. 2. Steps 1, 2 and 3
correspond to the activity 1 (extraction of patterns)
of Fig. 1, step 4 corresponds to activity 2 of Fig. 1,
and steps 5 and 6 correspond to activity 4. This work
is inspired by recent proposals to use semantic
mark-up for processing narrative procedural frag-
ments [3,4] and to identify reusable textual
components [10]. The procedure ExtractLinguistic-
Templates is described in Section 3 and Forma-
lizationUsingLinguisticTemplates is discussed in
Section 4.
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3. Extraction and instantiation of
linguistic templates

3.1. Normalizing and semantic tagging of
the guideline using a domain model

Our method uses background knowledge about the
medical and guideline representation domain which
determines how linguistic regularities occurring in
the medical text are transformed into correspond-
ing fragments in a guideline representation lan-
guage. We have chosen ASBRU [12] and Multi-
Headed Bridge (MHB) language [13] from a list of
guideline modelling languages [11], but our meth-
odology is applicable to other guideline languages as
well. Steps 1 and 2 of the algorithm in Fig. 2 use an
ontology of the medical domain, DO, to recognize
the most frequently encountered templates. The
domain knowledge can be represented in a graphical
TE
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and use of linguistic patterns for modelling medical
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f patterns in guideline formalization.
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Figure 3 Relations between medical terms and concepts in the medical ontology.
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form, as depicted in Fig. 3. This light-weight med-
ical ontology contains ‘‘is_a’’ hierarchical relations
(subClassOf inclusion) between medical concepts,
‘‘instance_of’’ relations between medical concepts
andmedical terms (concrete medical terms that can
be encountered in the guidelines are viewed as
labels associated with an ‘‘instance of’’ the speci-
fied concept; this is similar to the relation between
medical terms to Concept Unique Identifiers (CUIs)
of the Unified Medical Language System (UMLS)
[18]), and labelled (non-hierarchical) semantic rela-
tions between medical concepts. This ontology can
be built from existing ontologies (WordNet [14],
GALEN [16], SNOMED [15]) or medical thesauri
(MeSH [17], UMLS [18], NCIOncology [19] or medical
dictionaries [20]). In our case, we built a customized
ontology which contains classes from UMLS, and is
designed to represent a rather generic description
of themedical domain. This ontology is built upon on
a subset of the semantic network of UMLS, enriched
with medical relations, and is suitable as domain
knowledge for a large category of medical texts
which require semantic interpretation.

3.2. Generating pattern templates

To capture the procedural aspect of a guideline, we
generate control templates using the relations
allowed by the ontology of the guideline represen-
tation language, such as: action sequencing, decom-
position or condition-action, etc.
Please cite this article as: Radu Serban et al., Extraction
guidelines, Artificial Intelligence in Medicine (2006), doi:10
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As part of step 3 in the algorithm of Fig. 2, we

perform the following steps. Initially, simple tem-
plates are generated, such as: a medical action,
followed by a control operator (e.g., sequencing)
and an additional medical category (e.g., medical
action or goal). Then more specific and complex
templates could be generated by (1) adjusting the
level of abstraction of the concepts in the pattern,
(2) replacing them with specific ones, (3) replacing
by operators the semantic relations among several
concepts from the ontology, or (4) merging two
instances of simpler templates (e.g., if they share
a word).

Guideline developers use the implicit knowledge
captured by these semantic relations when produ-
cing the guideline. Guideline formalization can ben-
efit from reverse engineering of the domain addr-
essed by the guideline, since a part of the formal
representation of the guideline is represented by
these relations.

The example in Fig. 4 illustrates how pattern
templates can be extracted from the text of a
recommendation taken from the 2002 CBO guide-
line for treatment of breast cancer[21]. If we
replace the terms present in the recommendation
text (row 1) in Fig. 4 with their category tags in the
ontology, we obtain a skeletal representation of the
sentence. This intermediate representation of a
pattern template contains concepts from an ontol-
ogy and terms from a non-medical lexicon (2). If we
apply the categorization rules in the ontology
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012
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Figure 4 Abstraction steps for extracting a pattern template.
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(which contains relations such the ones shown in
Fig. 3), to represent the sentence skeleton at a
higher level of abstraction, the recommendation
is rewritten as expression (3). Finally, if we ignore
the linking words (of the lexicon) and consider only
the categories present in the ontology, we obtain a
more compact template of the recommendation, as
depicted in expression (4).

The recommendation contains an instance of
med_context (‘‘Patients with locoregionally adva-
nced breast cancer’’) followed by a recommenda-
tion_op (‘‘should’’) and an instance of med_action
(‘‘receive multidisciplinary treatment with curative
intent’’); the latter can be further refined as a
sequence of: treatment (‘‘multidisciplinary treat-
ment’’) followed by med_goal (‘‘with curative
intent’’). The advantage of having such a conceptual
sketch of the linguistic construct ‘‘med_recommen-
dation’’ is that the template of any recommenda-
tion will include one of the following ordered lists of
medical categories, obtained by refining parts of the
linguistic component:

(med_context,recommendation_op,med_ac-
tion) (target_group,recommendation_op,treat-
ment,med_goal), and so on. In this case,
med_recommendation becomes a component
that encodes the different regularities represent-
ing a medical advice, which are all recognized
using the recommendation_op operator (a class
of lexical markers, such as ‘‘should’’).

The goal of finding linguistic templates in the text
requires finding of n-grams with elements belonging
to either a medical category, such as target_group or
med_goal, or to a lexical category such as ctx_op,
Please cite this article as: Radu Serban et al., Extraction
guidelines, Artificial Intelligence in Medicine (2006), doi:10
TE
D

 Precommendation_op, which linksmedical terms. Dis-
ambiguation of some of the terms is required, none-
theless the use of a terminology system when
authoring the guidelines would reduce the impor-
tance of this task. By filtering the detected n-grams
using the relevant semantic relations provided by the
ontology, a grammar for defining linguistic pattern
templates can be derived. Even though pattern tem-
plates can be generated and instantiated automati-
cally using this method, producing meaningful
linguistic pattern templates that are medically rele-
vant cannot be fully automated, but requires manual
selection. This selection of basic medical knowledge
templates is depicted as step 4 of the procedure in
Fig. 2 and corresponds to activity 2 in Fig. 1.

3.3. Detection of pattern instances in the
guideline text

In this section we discuss step 4 of the algorithm in
Fig. 2. For identifying instantiations of pattern tem-
plates in the guideline text we use two custom built
ontologies: one of the medical domain, and one
reflecting the control aspect allowed by the target
guideline modelling language. For the sake of sim-
plicity, wewill refer to these two ontologies as being
one ontology. Fig. 3 contains a few examples of
concepts from this ontology:
(1) m
and
.101
edical specific categories: disease, medica-
tion, body_part, med_effect, med_action;
(2) o
perator categories –—lexical terms corre-
sponding to semantic relations betweenmedical
categories in the ontology: relational operators
(assoc_rel_op, temp_rel_op, causal_rel_op) or
action operators (decomp_op, act_op).
use of linguistic patterns for modelling medical
6/j.artmed.2006.07.012
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To decide which concepts are present in our
ontology, we used the Text2Onto tool [29] to extract
the most frequently used medical terms from a
corpus of guideline text, then categorized these
terms according to semantic types present in UMLS
thesaurus. Other ontology extraction methods from
a corpus of text have recently been used to mine
lists of frequent terms in an unannotated corpus
[30]. From the text fragments in which the most
frequent terms occurred, we selected constructs
corresponding to medical relations, such as: Ther-
apy A helps against disease B. Treatment A consists
of therapies B,C,D. Drug A helps against disease B,
etc. These relations form the core of our guideline
ontology, which is an extended medical domain
model. We then established mappings between
these constructs (or medical categories of their
components) and semantic types in UMLS, and
imported the UMLS relations associated with those
semantic types into our custom ontology. Based on
such mappings, UMLS relations such as ClinicalDrug
affects Body_Location_or_Region are transformed
into relations in our guideline ontology, such as
Medication affects BodyPart.

An application we built then generates templates
(i.e., knowledge placeholders) as sequences of slots
associated with medical concepts from a specific
category, connected by medical relations allowed
by the guideline modelling domain, and instantiates
them, for instance:

instance([radiotherapy,produces,skin_reac-
tions]) instance_of template ([med_action,ef-
fect_op,med_effect]) covers ontology_fragment
(MedAction produces MedEffect).

We defined a set of control relations relevant for
the operational model of the guideline: causal
relationships between actions, ordering and decom-
position of actions, correlations condition-action,
action-intention, action-effect, etc. By coupling the
knowledge templates with these control relations,
we are able to select control templates and instanti-
ate them in the guideline text.

The guideline text is split into sentences and
word-level chunks. A guideline chunk is a pair
hTF ;Anni, where TF represents a text fragment
potentially relevant for the pattern detection,
and Ann is a list of semantic annotations for TF.
The process of pattern detection is an iteration of
several semantic tagging and pattern recognition
steps, in which the chunk is initialized at the word
level, then after semantic annotation using back-
ground knowledge the chunks corresponding to sev-
eral words making up sensible medical terms or
medical sentences are merged, depending on the

Extraction and use of linguistic patterns for modelli
Please cite this article as: Radu Serban et al., Extraction
guidelines, Artificial Intelligence in Medicine (2006), doi:10
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level of granularity at which patterns are recog-
nized.

A pattern (template) can be viewed as the
abstraction of a text fragment as a list of concepts
from two sources: a medical ontology and a non-
medical lexicon containing frequent link words that
can be connected with relations in a guideline
representation language. We define patterns at dif-
ferent levels of granularity: (1) patterns at word-
level are in fact semantically tagged medical terms
in the guideline text (multiple words are grouped
according to a custom heuristic based on a diction-
ary lookup); (2) pattern at sentence level define
concepts from different semantic categories which
correspond to well-defined formal constructs.

After splitting the guideline into word-level
chunks, the list of annotations of each word contains
only the relative position of the term in the guideline
text. An iterative annotation takes place, first within
sentence, then within larger fragments. At each
processing of a set of chunks, in search for patterns,
the annotations can be expanded as follows: when
the term of the chunk is an instance of a medical
term, its semantic categories are added to the anno-
tation list; when a pattern is recognized, ofwhich the
chunk can be a part, it is added as annotation of that
chunk, etc. When medical terms are recognized
within a sentence, the chunks corresponding to the
component words are merged into one chunk,
together with their annotations. For finding over-
lapping patterns, the analysis focuses on sentence-
level chunks, which are sequences of word-level
chunks found within a sentence border. The result
of this step is annotating each sentence with all
template instances found within that sentence.

3.4. Selection of core patterns

In order to determine components that are useful in
modelling the guideline, we have to establish the
set of ‘‘atomic’’ templates which produce minimal
models, by looking at the relations between tem-
plates. After detecting the instances of medically-
relevant linguistic templates in the guideline text,
we choose as basic pattern templates those which
have the highest support and are more abstract than
other templates.
Definition 1. A linguistic template LT is an alter-
nating list of domain-specific dti and control rela-
tion expressions cti, possibly prefixed with lexical
literals ltk: LT ¼ hlt0; dt0; lt1; ct1; lt2; dt1i, where ltk
can be the empty string, or can match control
expressions; dti is restricted by the vocabulary
allowed by the domain ontology; and cti is restricted
by the vocabulary allowed by the control ontology.
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012
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A semantic annotation SemAnn : TGL!Cat of the
guideline text TGL produces a list of semantic cate-
gories from the set Cat. Medical background knowl-
edge expected in the guideline is represented as a
set of facts BK ¼ DO[CO about elements in Cat. A
schema is a collection of primitive items in Cat
connected by relations between items or sets of
items. The set of all schemas produced by Cat is
denoted SCat. A schema S2 SCat is calledmaximal if it
is not a subschema of any other schema S1 2 SCat.
Linguistic templates with a high level of abstraction
represent maximal schemas. For selecting the core
templates, we define relations between linguistic
templates LT1 ¼ ½C11;C12; . . . ;C1n� and LT2 ¼ ½C21;
C22; . . . ;C2n�, using the hierarchical relations in
the domain + control ontology:

is-more-specific (LT1; LT2)] iff for all i ¼ 1; n:
is_a(C1i;C2i);
contains (LT1, LT2)] iff fC21;C22; . . .C2ng�fC11;
C12; . . . ;C1ng.

More generic connections between templates can
be established:

is-similar (LT1; LT2) if contains (LT1; LT3) and is-
more-specific (LT3; LT1).

These mappings can be aided by using categor-
ization of the lexical markers present in the tem-
plates. The process of pattern instance detection
produces a list of pattern templates and a lexicon of
link words that connectmedical terms in the pattern
instances detected. For the guideline analyzed [21],
the lexicon contains link words such as:

conditional_op: if, in_the_case_of, in_the_e-
vent_of
U
N
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O

R
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Table 1 Coverage of core pattern templates in the chapte

Core template name, categories instance example

Association action-goal: [med_action, assoc_rel_op, disord
[surgery, to_reduce, tumour_load]

Action decomposition: [med_action, decomp_op,med_acti
[current_treatment, consists_of, surgery, radiotherapy]

Association condition-action: [med_context, med_action]
[multidisciplinary_treatment, chemotherapy]

Action sequencing: [med_action, act_op, med_action]
[radiotherapy, following, neoadjuvant_chemotherapy]

Associations action-effect: [disorder, temp_rel_op, med_a
[tumour_recurrence, following, radiotherapy]

Preference for actions: [treatment, assoc_rel_op, med_ac
[treatment_of_choice, is, neoadjuvant_chemotherapy]
R
O

O
F

effect_op: results_in, improves, is_expected_to
sequential_op: after, following, followed_by,
before, initially
causal_op: since, because, due_to
recommendation_op: should, is_recommended,
advisable_to

These lexical markers help us recognize the lin-
guistic patterns in the text. If two sentences use two
different recommendation_op markers (should,
advisable), they are more likely to be recognized
as being composed of recommendation templates
which have a standard modelling schema in the
formal representation of the guideline. In some
cases, these markers correspond to semantic rela-
tions in the ontology of the guideline representation
domain: ordering of actions, quantification of action
effects, etc. By mapping the linguistic templates to
control structures allowed by the guideline repre-
sentation language, one is able to define amodelling
schema for the template.
TE
D

 PDefinition 2. A linguistic (knowledge transforma-
tion) pattern LP is a mapping hLT ;MapR;CTi
between a linguistic template LTand its correspond-
ing control translation CT in a guideline modelling
language, using a set MapR of mapping rules
between elements of the template and elements
of the formal translation.

A list of the core templates with a high support
among the instances identified in our reference
guideline is summarized in Table 1, along with the
modelling schema of each template and with fre-
quencies of occurrence in the three guideline chap-
ters used in the evaluation in Section 4. These pairs,
plus the semantic mark-up rules MapR, make up the
triples seen in the definition above.
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012

rs analyzed

Translation, freq. (ch. 2—4)

er] Action—goal, 10 occurrences

on, med_action] Decomposition, 3 occurrences

If—then, 12 occurrences

Sequencing, 29 occurrences

ction] Action—effect, 2 occurrences

tion] Preferences, 19 occurrences

http://dx.doi.org/10.1016/j.artmed.2006.07.012
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3.5. Mapping the core templates into
formal constructs

The parameters of pattern instances detection are:
(1) the combined medical + control domain ontol-
ogy; and (2) a set of target pattern templates sought
in the text. After applying the algorithm described
above to the reference guideline [21], and review-
ing the instances found, the most frequent opera-
tional patterns were:

p1:1 (A: med _action, {following}: seq _act _op,
B: med _action);
p1:2 (A: med _action, {after}: seq _act _op, B:
med _action);
p1:3 (A:med _action, {consists _of}: decomp _op,
B:med _action, C: med _action).

The first two items are subclasses of a more
abstract pattern–—sequence of two medical actions,
denoted: p1 (med _action, seq _act _op, med
_action). In Fig. 5 we have depicted a few templates
p1 corresponding to pattern instances i1; i2. Pattern
p1 says that a frequent template consists of an
ordered list of slots, of which the first and the third
one can be filled with instances of medical actions,
and the middle one can be filled with any instance of
an action operator, describing relations between
actions. For instance, in chapter 3, 134 out of 179
sentences were deemed relevant for analysis, and
226 of such pattern instances were identified.

By grouping together the template instances
which are similar or share common words, the most
frequent linguistic constructs can be refined and
then used as in building blocks for guideline author-
ing and formalization. For instantiations of control
patterns, an equivalent executable representation
U
N

C
O

R
R
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Figure 5 Pattern templates
O
F

can be generated automatically, based on the trans-
lation of the underlying pattern template into
actions. In the case above, an action-sequencing
transformation DO (medical _action [1])AFTER DO
(medical _action [2]) for p1 produces:

{DO (excision); DO ({biopsy, axillary _surgery})};
{DO (mastectomy); DO (breast _reconstruction)}.

We have summarized in Table 1 the most fre-
quently used transformations of linguistic templates
encountered in the reference guideline fragment
analyzed into generic elements of the ASBRU guide-
line representation language.
C
TE

D
 P

R
O4. Evaluating the use of patterns in

guideline formalization

Guideline formalization is a transformation that
takes as input a guideline text GL and a set of
formalization rules RF, and produces an executable
representation E of the procedural part of the
guideline. Our linguistic pattern-driven approach
to formalization consists in deriving a set of con-
straints RF by reverse-engineering, using a domain-
specific lexicon, of the mappings between text
fragments and medical procedural knowledge,
and using the representation of that knowledge in
the guideline representation language to obtain E.
Formalization involves the following steps: [1]
select a set of control relations relevant for the
targetmodel, then generate templates correspond-
ing to these relations; [2] detect instances of the
control templates in the guideline text; [3] trans-
form these instances into their formal equivalent.
To evaluate how close two executable models are,
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012

extracted from instances.

http://dx.doi.org/10.1016/j.artmed.2006.07.012
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in this paper we make a simplifying assumption: an
executable representation of a guideline consists of
the actions and the control relations referenced in
the guideline.

4.1. Evaluation results

We have compared the results of modelling chapters
2, 3 and 4 of the CBO guideline for treatment of
breast cancer[21] in the intermediate representa-
tion MHB [13,22], using two methods: one which
generates a guideline model from pattern instances
found automatically as described in this paper, and
one which employs a human knowledge engineer
(KE) to build the model manually. To estimate the
usefulness of applying patterns in guideline forma-
lization, the executable model produced using the
linguistic patterns identified automatically is eval-
uated against and expected to be aligned with the
‘‘golden standard’’ model produced by the human
modeller. MHB [13] was selected as intermediate
guideline representation language, because it sup-
ports the control constructs allowed in ASBRU, is
general enough to support other target guideline
representation languages, and can be used to vali-
date a semi-formal representation of a guideline by
medical experts and by knowledge engineers.

We used only instances of templates denoting
control relations: action sequencing and decomposi-
tion, which were deemed relevant for a medical
executable model. To assess if these patterns are
suitable to be used for knowledge acquisition in the
beginning of guideline formalization, we evaluated
whether it is possible to build a coherent fragment of
an executable MHBmodel from the pattern instances
detected. The evaluation consisted of: (1) a rough
comparison (quantitative) of the amount of knowl-
edge (automatically) identified by using patterns
with respect to the knowledgemodelled by (manual)
knowledge acquisition; for this, we compared the
amount of sentences in which the pattern search
application has found patterns with respect to the
sentences modelled by the KE as procedural knowl-
edge. (2) an analysis (qualitative) of the utility of the
pattern instances identified in specific fragments of
the guideline; we studied whether a significant piece
of a medical executable model can be directly
U
N
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Table 2 Evaluating the effectiveness of linguistic pattern
sentences using automated mark-up and linguistic pattern

Sentences (Autom.)
processed

(Manual.)
modelled

Chapter 2 130 41
Chapter 3 134 20
Chapter 4 91 25
TE
D

 P
R
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F

obtained from the pattern instances. This gives an
indication of the potential of the pattern detection
process for knowledge acquisition.

We have evaluated the coverage of the detection
process with respect to the procedural parts mod-
elled by the KE by calculating the percentage of
sentences where patterns were detected. We
focused on improving the recall of relevant sen-
tences containing procedural knowledge. Table 2
shows the numbers obtained for the different chap-
ters modelled. Column 1 shows the number of sen-
tences processed by the application and considered
relevant for the guideline topic, using a keyword list
as criteria for relevance. Columns 2 and 3 give
respectively the number of sentences actually mod-
elled by the KE (i.e. the sentences considered rele-
vant from the KE’s viewpoint) and, among them, the
amount of sentences processed by the application
(both the number and the percentage with respect
to the modelled sentences). Finally, the last column
shows the amount of sentences modelled by the KE
and also processed by the application where some
patterns have been found. For instance, in chapter
2, from the 130 sentences that have been selected
automatically by the pattern detection application
(out of a much larger number of sentences), only 30
were relevant for the model produced manually by
the knowledge engineer. This indicates a recall of 30
correct markings out of 41 marked up by the knowl-
edge engineer, i.e. 73% recall with respect to the
golden standard input. The linguistic templates
instantiated in chapter 2 were translated into can-
didate semi-formal constructs in MHB, but only 8 of
them were included ad-literam in the golden stan-
dard MHB model produced manually, i.e. a precision
of 19.5% with respect to the MHB model. A measure
of the effectiveness of the automatic translation
from text to MHB is given in terms of the number of
relevant MHB constructs generated, in relation to
the number of relevant text constructs marked up
automatically (the rate of 23% in the last column).
This rather low precision and effectiveness is due to
the fact that not all sentences contributed in the
same manner to the model and some additional
semantic interpretation steps were performed
manually, which could not be done by the applica-
tion. Furthermore, the human modeller mapped
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012

detection in guideline modelling: selection of relevant
detection vs. manual annotation

Modelled and
processed (recall)

Modelled and processed
and with relevant patterns

30 (73%) 8 (19.5%)
16 (80%) 7 (35%)
18 (72%) 7 (28%)

http://dx.doi.org/10.1016/j.artmed.2006.07.012
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more than one sentence to the same MHB construct,
which was not the case with the MHB model gener-
ated automatically, which generated one candidate
(typically, too finely grained to be considered
equivalent to a MHB fragment modelled by the
knowledge engineer) for each pattern found. The
amount of sentences considered relevant by the
application exceeds the modelled knowledge, but
covers it to a significant extent, between 70% and
80%. The relatively low coverage of the executable
model is explained by the low granularity of the
automatically detected patterns, and the absence
of some semantic relations from the ontology. Other
obstacles in automatic detection were the use of
tables and references to non-medical actions or to
terms absent from the ontology, which could not be
extracted. Better coverage heavily depends on hav-
ing a complete classification of medical terms, par-
ticularly actions. Using a richer domain ontology and
especially a more elaborated control ontology for
detecting patterns used in generating the executa-
ble skeleton of the guideline model would prove
helpful in supporting formalization.
E
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5. Related work

Guideline patterns reflect modelling decisions when
medical guidelines are transformed into an execu-
table form. The existing guideline frameworks, such
as EON [23], DEGEL [24] or GUIDE [25], employ
medical vocabularies, vocabulary servers, or are
concerned with the role of semantic mark-up in
representing medical guidelines, but either do not
address at all, or make no clear reference to the
semantic mark-up as part of guideline formaliza-
tion. For extracting structure and semantics from
annotated and unannotated text, to support query-
ing and text summarization, we benefit from exist-
ing Natural Language Processing techniques applied
for text and data mining (see, for instance, MedLEE
[26], MedSyndicate [9,27] and other similar work).
Information Extraction relies on syntactic and
semantic tagging of plain text [28,30—33], in order
to extract syntactic constructs, vocabularies, or
even ontologies. The tagging is performed using
background knowledge in the form of a dictionary,
thesaurus, positive examples of mappings, or con-
ceptual graphs [34,35]. Statistical and probabilistic
models [28,36] were used to increase the perfor-
mance when ambiguous textual constructions are
present. More recently, Rindflesch and Fiszman [1]
proposed a methodology of combining domain
knowledge with linguistic structure for facilitating
interpretation of context citations in medical texts.
Our work has similarities with concept and relation
Please cite this article as: Radu Serban et al., Extraction
guidelines, Artificial Intelligence in Medicine (2006), doi:10
O
F

extraction [37—39] and with semantic mark-up and
interpretation of medical texts [40,24], but focuses
on the use of an ontology to generate and validate
knowledge transformation patterns for medical
texts obeying rather strict formatting rules. The
limitations of NLP techniques [41] in tasks such as
entity recognition, term disambiguation, relation
extraction through syntactic analysis, are also pre-
sent in our approach and need to be addressed for a
better performance of our method. Despite of its
limitations, our proposed approach to guideline
formalization, using semantic mark-up along a
domain + control ontology and linguistic patterns
translation to guideline model fragments, provides
a potential effort reduction in the guideline forma-
lization process.
C
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R6. Conclusions

Searching of linguistic patterns is motivated by the
need for reusable guideline blocks in guideline for-
malization and authoring, and by the high overlap
between the medical vocabularies used by the
guidelines analyzed. Linguistic patterns are basic
building blocks from which semantically-richer frag-
ments can be built, facilitating modularization,
validation and reuse of the background knowledge
covered by guidelines.

We introduce a method to extract control knowl-
edge from the text of medical guidelines, by instan-
tiating and translating automatically one or more
predefined linguistic patterns. This step can be per-
formed in the initial phaseof guideline formalization,
as it guides the manual modelling of guidelines by a
knowledge expert and leads to a reduction of the
effort spent in modelling guidelines. We provide an
initial evaluation of the usefulness of our method, by
measuring the precision of detecting the procedural
knowledge used in guideline formalization, and the
coverage of the gold standard model.

The search for linguistic patterns useful in guide-
line formalization is guided by themappings between
the medical terms occurring in guidelines and the
concepts in a medical ontology. These mappings help
us to: (1) extract control knowledge from text, in the
form of pattern templates; (2) select a set of core
pattern templates, using pattern relationships; (3)
identify pattern instances for existing pattern tem-
plates. The process takes as input the text of an
existing guideline, and an ontology, and attempts
to reverse engineer the recurring linguistic pattern
templates containing those terms from the ontology
that were used to produce the text.

The use of patterns produces a lexicon and
a skeleton of the formal model covered by the
and use of linguistic patterns for modelling medical
.1016/j.artmed.2006.07.012
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procedural part of the guideline, automatically.
Therefore, the best use of a pattern extraction
tool such as the one described above should be
coupled with a semantic and structuring guideline
mark-up tool (see [24,3,12]), which has already
delineated the procedural part of the guideline.
The method proposed for extracting candidate
patterns can be extended to non-procedural
knowledge, therefore authoring and formalization
of medical guidelines can benefit from the use of
this ontology-driven approach to obtaining linguis-
tic patterns. We propose the use of our method as
a pre-processing step that assists, and does not
replace, the role of the knowledge engineer in the
guideline formalization process. By proposing an
automatic translation of the medical terms con-
forming to linguistic patterns, into a more formal
representation in one of the guideline representa-
tion languages, it reduces the cognitive load for
the knowledge engineer, allowing him/her to con-
centrate on less regular knowledge which is more
difficult to interpret.
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